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Abstract

This report describes some recent work on interpolation based approaches to spatial error estimation when
Gaussian collocation is employed as the spatial discretization method in a method-of-lines algorithm for the
numerical solution of a system of one-dimensional parabolic partial differential equations (PDEs). At certain
points within the problem domain, the collocation solution is superconvergent and this report describes how
an interpolant based on these superconvergent values can be used to provide an efficient error estimate for
the collocation solution. We also consider a second approach that involves an interpolant for which the
interpolation error is asymptotically equivalent to the error of the collocation solution. We implement these
new schemes within a modified version of a parabolic PDE collocation solver, BACOL, a recently developed
software package for the numerical solution of systems of 1D time-dependent parabolic PDEs. BACOL
employs a high order spatial discretization scheme based on B-spline collocation. BACOL generates the
spatial error estimate by computing two global collocation solutions to the PDEs, one based on B-splines of
degree p and the other on B-splines of degree p+1. The difference between the two collocation solutions gives
a high order estimate of the spatial error of the lower order collocation solution. The computation of the
two global collocation solutions is obviously a significant computational expense; the two interpolation based
approaches mentioned above provide low cost alternatives upon which to base the error estimation scheme.
Numerical results are provided to compare these new error estimates with the one currently employed within
BACOL.
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1 Introduction

In this report we describe some recent work on the development of interpolation based approaches to spatial
error estimation in a method-of-lines (MOL) algorithm for the numerical solution of a system of one-dimensional
(1D) parabolic partial differential equations (PDEs). We will assume a system of PDEs with NPDE components
having the form

ut(x, t) = f (t, x, u(x, t), ux(x, t), uxx(x, t)) , a ≤ x ≤ b, t ≥ t0, (1)

with initial conditions
u(x, t0) = u0(x), a ≤ x ≤ b, (2)

and separated boundary conditions

bL (t, u(a, t), ux(a, t)) = 0, bR (t, u(b, t), ux(b, t)) = 0, t ≥ t0. (3)

The last few decades have seen the development of a number of high quality MOL software packages for the
numerical solution of this problem class. Such packages include PDECOL/EPDCOL [29], [27], D03PPF [13],
TOMS731 [7], MOVCOL [26], HPNEW [30], and BACOL/BACOLR [38, 39, 40, 41]. In the MOL approach,
a spatial discretization - involving the use of a numerical scheme such as a finite difference or finite element
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method, and typically based on a mesh of points which partition the spatial domain - is applied to the PDE,
giving an approximation of the PDE by a system of time dependent ordinary differential equations (ODEs). In
the early MOL codes, the user was required to differentiate the boundary conditions and these, together with the
ODEs from the discretization of the PDE, represented a initial value ODE problem whose solution - computed
using high quality ODE software - approximated the solution of the PDE. More recently developed MOL codes
treat the boundary conditions directly; the resultant system of coupled ODEs and algebraic equations - a system
of differential-algebraic equations (DAEs) - is then treated using high quality DAE software such as DASSL [8]
or RADAU5 [23]. The former package implements backward differentiation formulas - see, e.g., [8] - while the
latter implements a Radau type implicit Runge-Kutta method - see, e.g., [23].

Another aspect of MOL software for time dependent 1D parabolic problems is the type of adaptivity and
error control provided. (Error control means that the computation is adapted so that a high order estimate of
the error in the approximate solution is less than a user-provided tolerance, i.e., an approximate solution is not
returned by the code unless the error estimate satisfies the user tolerance.) Early MOL codes had only temporal
adaptivity and error control as provided by the underlying initial value ODE solver. (Such solvers typically
estimate the local error in time and then adaptively choose the time step and possibly the order of the time
integration scheme so that the estimated error is less than a user provided tolerance.) In the early MOL codes,
no attempt was made to estimate and control the spatial error nor was any attempt made to adapt the spatial
computation. EPDCOL is an example of a code of this type. The next development in MOL codes for PDEs
involved the implementation of some form of spatial adaptivity - typically these codes employ a moving mesh
approach that, for a given number of subintervals, adaptively moves the mesh points within the spatial domain;
the mesh movement is often determined by solving moving mesh PDEs which are based on some measure of
solution behavior such as curvature rather than on a high order estimate of the spatial error. Temporal adaptivity
and error control is provided by the underlying initial value DAE solver, as before, and spatial adaptivity is
provided through the moving mesh algorithm but there is no attempt to compute and control a high order
estimate of the spatial error. MOVCOL is an example of a code of this type. More recently developed MOL
codes employ both temporal and spatial adaptivity and error control. In addition to the temporal adaptivity
and error control provided by the initial value solver, codes from this class also compute a high order estimate
of the spatial error and then adapt the spatial discretization - by changing the mesh and/or the order of the
discretization scheme - in an attempt to compute a solution whose spatial error estimate is less than the user
provided tolerance. HPNEW, BACOL, and BACOLR are examples of codes of this type.

As mentioned above, the initial value solvers employed by MOL codes usually estimate and control the local
temporal error. It would be preferable for MOL codes to employ initial value solvers that estimate and control
the global temporal error but the development of such codes is currently an ongoing area of investigation. See,
e.g., [28], [10]. To our knowledge, there do not exist production level packages for parabolic PDEs that provide
control of the temporal global error.

In a recent study, [38], the BACOL package was shown to be comparable to and in some cases superior to
other available packages for this problem class, especially for problems exhibiting sharp spatial layer regions
and for problems where higher accuracy is required. The BACOL package employs collocation for its spatial
discretization; this involves expressing the approximate solution at a given time as a linear combination of
known spatial basis functions - piecewise polynomials of a given degree p - with unknown time dependent
coefficients. The unknown coefficients are determined by requiring the approximate solution to satisfy the PDE
at a set of collocation points (images of the Gauss points, see, e.g., [3], on each subinterval) distributed over
the problem domain - this leads to a set of time dependent ODEs that together with the boundary conditions
gives a system of DAEs which is then solved using a modified version of DASSL to obtain the unknown time
dependent coefficients. DASSL returns approximations for the B-spline coefficients for which the estimated error
is less than the user provided tolerance. An estimate of the spatial error of the approximate solution is obtained
by computing a second global solution approximation using the same general collocation approach but with
piecewise polynomials of degree p+1. The unknown time dependent coefficients for the two collocation solutions
are computed simultaneously by DASSL. After each accepted time step taken by DASSL, these coefficients are
used to construct the two collocation solutions and the difference between these two approximate solutions gives
an estimate of the spatial error in the lower order collocation solution. When the error estimate is less than the
user tolerance, the solution at the current time is accepted and the computation continues on to attempt the
next time step. Otherwise, the solution is rejected and the mesh is modified (points are added or taken away
and/or moved) based on an estimate of the error on each subinterval. The process then repeats on this new
mesh.

In the above algorithm, the computation of a spatial error estimate for the degree p collocation solution that
involves the computation a second global solution of degree p + 1 represents a major computational cost: the
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computation of the error estimate costs more than the computation of the primary solution. The purpose of this
report, therefore, is to explore two alternative interpolation-based approaches for improving the efficiency of the
BACOL code through the development of more efficient spatial error estimation schemes. Such improvements
will also be applicable to the BACOLR code (BACOLR is similar to BACOL except that it uses a modified
version of RADAU5 rather than a modified version of DASSL as the DAE solver) but within this report we will
focus on BACOL. As mentioned above, the current spatial error estimate is based on the difference between
the higher order and the lower order collocation solutions. In one of the approaches for improving the cost of
the spatial error estimate that we consider in this report, we develop a low cost (superconvergent) interpolant
that can replace the higher order global collocation solution in the computation of the spatial error estimate.
The other approach we consider replaces the lower order global collocation solution in the spatial error estimate
with a low cost interpolant whose interpolation error is asymptotically equivalent to the error of the lower order
collocation solution. We will discuss these approaches in more detail in the next section.

There is a substantial body of literature on error estimation for the numerical solution of PDEs - see, e.g.,
[1] and [19] and references within. However, the recent work most closely related to the investigation described
in this report is by Moore [30, 31, 34, 33], in which interpolation error based error estimates for 1D parabolic
PDEs are discussed. A key idea in Moore’s work is the development of an interpolant, based on the current
numerical solution of the PDE, for which the leading term in the interpolation error agrees asymptotically with
the leading term in the error for the numerical solution. One can then obtain an approximation for the error
in the numerical solution of the PDE by estimating the error in the interpolant, a task that is more easily
accomplished than the direct estimate of the numerical solution error. Other examples of recent work on error
estimation for PDEs include [4], [5], [37], [32, 35]. See also the recent book [6] and references within.

Since one class of interpolants we consider in this report depend on the superconvergence properties of the
collocation solution, another relevant body of literature concerns the study of superconvergence results for the
problem class we consider in this report and for the related problem class of boundary value ordinary differential
equations (BVODEs) - see, e.g., [3]. Results for 1D parabolic PDEs are discussed in [11] and [18]. Results for
BVODEs are discussed in [15]. We review these results later in the report.

This report provides, in Section 2, a description of BACOL and a more detailed description of the error
estimation scheme currently employed by BACOL as well as brief descriptions of the alternative approaches for
spatial error estimation to be considered in this report. In Section 3 we discuss in detail the development of the
alternative spatial error estimation based on a superconvergent interpolant to replace the higher order collocation
solution in the spatial error estimate. Section 4 considers the details associated with the second spatial error
estimation approach based on the development of an interpolant (whose interpolation error is asymptotically
equivalent to the error of the lower order collocation solution) that can replace the lower order collocation
solution in the spatial error estimate. Selected numerical results are provided in Section 5 to demonstrate the
effectiveness of the new algorithms and in Section 6 we discuss the costs of the error estimation schemes. We
close, in Section 7, with our conclusions and an indication of areas for future work. The Appendix provides
further detailed numerical results for several test problems.

The new error estimation approaches are much less expensive to compute that the current BACOL spatial
error estimate. The numerical results show that the two new approaches generally provide spatial error estimates
that are of comparable accuracy to those currently computed by BACOL, over a range of tolerances and test
problems.

2 Overview of BACOL and the Spatial Error Estimation Schemes

2.1 Overview of BACOL

Assuming a spatial mesh a = x0 < x1 < · · · < xNINT = b, the approximate solution is a piecewise polynomial,
of degree p on each subinterval, represented in BACOL as a linear combination of C1-continuous B-spline basis
functions [14] with time dependent coefficients. Thus the dimension of this piecewise polynomial subspace is
NCp = NINT (p + 1)− 2(NINT − 1) = NINT (p− 1) + 2. Letting {Bp,i(x)}NCp

i=1 be the degree p B-spline basis
functions that support this piecewise polynomial space on the given mesh, the approximate solution, U (x, t),
then has the form

U (x, t) =
NCp∑

i=1

y
p,i

(t)Bp,i(x), (4)

where y
p,i

(t) represents the (unknown) time dependent coefficient of the i-th B-spline basis function, Bp,i(x).
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The PDE is discretized in space by imposing collocation conditions on the approximate solution at images of
the p − 1 Gauss points (see, e.g., [3]) mapped onto each subinterval and by requiring the approximate solution
to satisfy the boundary conditions. The collocation conditions have the form

d

dt
U (ξl, t) = f (t, ξl, U(ξl, t), Ux(ξl, t), Uxx(ξl, t)) , (5)

where l = 2, . . . , NCp − 1, and where the collocation points are defined by

ξl = xi−1 + hiρj , where l = 1 + (i − 1)(p − 1) + j,

for i = 1, . . . , NINT, j = 1, . . . , p− 1, (6)

where {ρi}p−1
i=1 are the set of p − 1 Gauss points on [0, 1]. The collocation points, ξ1 = a and ξNCp = b

are associated with requiring the approximate solution to satisfy the boundary conditions, and this gives the
remaining two equations,

bL (t, U(a, t), Ux(a, t)) = 0, bR (t, U (b, t), Ux(b, t)) = 0.

The above collocation conditions represent a system of ODEs (in time) whose solution components are the
unknown time dependent coefficients, y

p,i
(t). These ODEs coupled with the boundary conditions give an index-

1 system of DAEs, which, as mentioned earlier, is treated using a modified version of DASSL. After DASSL
has computed approximations for the y

p,i
(t) values at time t, these can be employed together with the known

B-spline basis functions, Bp,i(x), within (4), to obtain values of the approximate solution at desired x values,
for the current time t.

2.2 The BACOL Spatial Error Estimation Scheme

The collocation solution, U (x, t), for the current time is accepted by BACOL only if it satisfies a spatial error
test. The associated error estimate is obtained by computing a second global collocation solution on the same
spatial mesh for the same time t. This approximate solution, which we call Ū (x, t), has the form

Ū (x, t) =
NCp+1∑

i=1

y
p+1,i

(t)Bp+1,i(x). (7)

This approximate solution is based on a set of C1 continuous B-spline basis polynomials, Bp+1,i(x), of degree
p + 1 on each subinterval, with corresponding unknown time dependent coefficients, y

p+1,i
(t). Here NCp+1 =

NINT ·p+2. These unknowns are determined by imposing p collocation conditions per subinterval as well as the
boundary conditions on Ū(x, t). The collocation points in this case are the images of the p Gauss points on [0, 1]
mapped onto each subinterval. As before, this leads to a systems of DAEs whose solution gives the functions,
y

p+1,i
(t). In order to ensure that the two approximate solutions, U (x, t) and Ū (x, t) are available at the same

time t, the two DAE systems are provided to DASSL as one larger DAE system so that DASSL treats both
systems of DAEs with the same time-stepping strategy. The most expensive part of the DASSL computation
involves the linear algebra computations and BACOL employs a slightly modified version of DASSL that treats
the linear algebra computations associated with each system of DAEs separately and that takes into account
the special almost block diagonal structure of the linear systems that arise. See [40] for further details.

As mentioned earlier, it is shown in [18], [11], that the collocation solution of degree p, U (x, t), has an error
that is O(hp+1), where h is the mesh spacing. We will say that the collocation solution is of order p + 1. Then
we have

||U(x, t) − Ū (x, t)||∞ = ||(U(x, t) − u(x, t)) − (Ū (x, t) − u(x, t))||∞ = ||(U(x, t)− u(x, t))||∞ + O(hp+2),

and thus, for sufficiently small h, the difference between the two collocation solutions gives, asymptotically, an
estimate of the error in the lower order collocation solution, U (x, t).

In BACOL, we compute a posteriori spatial error estimates obtained by comparing U (x, t) and Ū (x, t) at
time t, as follows. We will denote the sth component of U (x, t) by Us(x, t) and the sth component of Ū (x, t) by
Ūs(x, t). And we will denote by ATOLs and RTOLs the absolute and relative tolerances for the s-th component

4



of the error estimate. BACOL computes a set of NPDE normalized error estimates over the whole spatial
domain of the form

Es(t) =

√∫ b

a

(
Us(x, t) − Ūs(x, t)

ATOLs + RTOLs|Us(x, t)|

)2

dx, s = 1, . . . , NPDE. (8)

BACOL also computes a second set of NINT normalized error estimates of the form,

Êi(t) =

√√√√
NPDE∑

s=1

∫ xi

xi−1

(
Us(x, t)− Ūs(x, t)

ATOLs + RTOLs|Us(x, t)|

)2

dx, i = 1, . . . , NINT. (9)

Note that Es(t), s = 1, . . . , NPDE and Êi(t), i = 1, . . . , NINT are estimates of the error associated with the
lower order solution component, Us(x, t), and that Ūs(x, t) is computed only to provide these error estimates.

The conditions, Es(t), s = 1, . . . , NPDE are used to determine the acceptability of Us(x, t); this approximate
solution is accepted at the current time t if

max
1≤s≤NPDE

Es(t) ≤ 1. (10)

This condition assesses whether the approximate solution components, Us(x, t), satisfy the user tolerances over
the entire spatial domain at the current time, t. If (10) is satisfied, then the code attempts to take the next
time step. Otherwise, the error estimates, Êi(t), i = 1, . . . , NINT , are used to allow an assessment of the
distribution of the error estimate over the spatial domain. Based on this second set of error estimates, BACOL
attempts to construct a new mesh that (i) has as many mesh points as necessary to yield an approximate solution
whose estimated error satisfies the user tolerances and (ii) approximately equidistributes the estimated error
over the subintervals of the new mesh. See [39, 40] for further details. Once a new mesh is determined, the time
integration will require current and past solution information associated with the new mesh points for both the
lower order and higher order collocation solutions. In BACOL this information for both collocation solutions is
obtained through high order interpolation of the original higher order solution information associated with the
previous mesh. Once this interpolated information has been computed, both collocation solutions are propagated
forward in time.

The additional computation of Ū (x, t) approximately doubles the overall cost of the computation. The goal
of the current report is to therefore investigate alternative spatial error estimation strategies that provide error
estimates of comparable accuracy to those currently computed by BACOL but at a substantially lower cost. In
the remainder of this section we will briefly outline the alternative error estimation strategies to be explored in
this report.

2.3 Superconvergent Interpolant(SCI) based Spatial Error Estimation

In this alternative error estimation scheme, we will replace the computation of the higher order global collocation
solution, Ū (x, t), with the computation of a local interpolant that will be shown to give an approximation to
the solution of the PDE that is of the same order of accuracy as Ū (x, t), namely order p + 2. That is, only the
collocation solution, U (x, t), will be propagated forward in time and at the end of each time step, when DASSL
returns with the B-spline basis function coefficient values, y

p,i
(t), we will have available only the lower order

solution U (x, t). And then based on this approximate solution, we will construct an interpolant of order p + 2
that can replace Ū (x, t) in the error estimates defined previously.

A general strategy for error estimation in numerical analysis, examples of which are Gauss-Kronrod formulas
in numerical quadrature, see, e.g., [9], in numerical quadrature, and Runge-Kutta formula pairs, see, e.g., [22],
in the numerical solution of initial value ODEs, is to perform an extra computation in order to obtain enough
additional information to allow one to construct a higher order approximate solution which can then be compared
with the lower order approximate solution to obtain an estimate of the error in the lower order approximate
solution. A similar strategy might be investigated here but it turns out that there is already higher order solution
information available after the computation of U(x, t).

The key idea is as follows. In BACOL, as mentioned earlier, the collocation points are chosen to be the images
of the Gauss points on each subinterval and because of this it turns out that there are a number of special points
on each subinterval of the spatial mesh where the collocation solution, U (x, t), generally of order p + 1, has
superconvergent values of order p + 2. Thus simply evaluating U (x, t) at these known special points provides
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higher order solution approximations. Then a (superconvergent) interpolant based on a sufficient number of
these superconvergent values can be constructed and can replace Ū (x, t) in the computation of the spatial error
estimates (8), (9). We will investigate this approach in detail in Section 3.

2.4 Lower Order Interpolant(LOI) based Spatial Error Estimation

While the cost of computing the higher order collocation solution is slightly more expensive than that of the
lower order collocation solution, the costs are in fact comparable and thus the overall costs for BACOL will be
approximately halved if we compute only one of the two global collocation solutions. In the second alternative
error estimation approach we consider, we will compute and propagate only the p + 2 order collocation solution,
Ū (x, t), replacing the global p + 1 order solution, U (x, t), with an interpolant of order p + 1 that interpolates
Ū (x, t) at certain points on each subinterval. The interpolation points are chosen so that the interpolation error
term is asymptotically equivalent to the collocation error term for U (x, t). This interpolant can then replace
U (x, t) in the computation of the spatial error estimates. (The difference between Ū (x, t) and this interpolant
(asymptotically) gives the leading term in the error for this interpolant, which has been constructed so that this
error term asymptotically approaches that of U (x, t).)

In this approach we are computing and propagating only the higher order collocation solution, Ū (x, t), and,
using the interpolant, we obtain a spatial error estimate for the lower order collocation solution. This idea is
similar to the well known “local extrapolation” approach sometimes employed in software for the numerical
solution of initial value ODEs, see, e.g, [22]. In that approach, a Runge-Kutta formula pair is used to compute
two solutions, say of orders k and k + 1. In standard mode, the lower order solution is propagated forward in
time and the higher order solution is used only to obtain an estimate of the error in the lower order solution.
Thus at the end of each time step, only the lower order solution is propagated and we have an estimate of the
error only for that lower order solution. In local extrapolation mode, only the higher order solution is propagated
but we only have an error estimate for the lower order solution. We investigate the LOI approach in more detail
in Section 4.

2.5 Summary

The first of the alternative error estimation strategies described above propagates only U (x, t) and uses a higher
order superconvergent interpolant to replace Ū (x, t) in the error estimates for U (x, t). The second strategy
propagates only Ū (x, t) and uses a lower order interpolant in the error estimates for U (x, t). However, one could
argue that if only Ū (x, t) is to be propagated, it is preferable that an error estimate for Ū (x, t) be computed.
This suggests a third strategy in which only Ū (x, t) is computed and propagated but we compute an error
estimate appropriate for Ū (x, t). This strategy can be implemented using the same approach as in the first
alternative scheme (SCI) but for a propagated collocation solution of order p + 2 rather than p + 1. This means
that the collocation solution of order p + 2 is computed and that an error estimate appropriate for that solution
is computed (based on a superconvergent interpolant of order p+3.) A new implementation is not required; the
point here is that it might also be appropriate to also compare the standard BACOL error estimate with the
SCI approach as described in Section 2.3 except at one higher order. That is, one might compare the standard
BACOL approach that uses collocation solutions of order p + 1 and p + 2 with the SCI approach based on a
collocation solution of order p+2 rather than the SCI approach described above, which is based on a collocation
solution of order p + 1. We will call this strategy SCI+.

This section has discussed four spatial error estimation strategies. For a given value of p, Table 1 summarizes
the solutions that are propagated (i.e., computed using DASSL) and the error estimates that are provided.

Strategy Solutions Propagated Error Estimate
BACOL Orders p + 1, p + 2 Order p + 1

SCI Order p + 1 Order p + 1
LOI Order p + 2 Order p + 1

SCI+ Order p + 2 Order p + 2

Table 1: Column 1 identifies the four error estimation schemes discussed in this section. Column 2 gives the
orders of the propagated collocation solutions. Column 3 indicates for what order of solution we provide an error
estimate.

This report will experimentally compare the accuracy of the BACOL, SCI, and LOI error estimates. Future
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work will involve the efficient implementation of the SCI and LOI strategies within modified versions of BACOL
and an experimental comparison of all four strategies with respect to efficiency.

3 The SCI Approach for Spatial Error Estimation

3.1 Experimental Verification of Superconvergence

The classic results of [11] and [18] provide the standard convergence results. These authors show that the
collocation solution for (1) based on piecewise polynomials of degree p has an error that is order p + 1 over the
entire spatial domain, and that at the mesh points the order of accuracy improves to order 2(p − 1). Thus the
solutions approximations at the mesh points are superconvergent provided 2(p − 1) > p + 1 ⇒ p > 3.

The above theory is consistent with that available from the boundary value ODE context: Let u(m)(x) be
the mth derivative of u(x) with respect to x. For the second order nonlinear boundary value ODE,

u(2)(x) − f(x, u(x), u(1)(x)) = 0, a < x < b, g(u(a), u(b)) = 0, (11)

and with appropriate assumptions as indicated, Theorem 5.147 of [3], provides several results associated with
applying a k-point Gaussian collocation method to obtain a numerical solution of this ODE. The results that
are most relevant to the current study are the following. (See Part (c) of Theorem 5.147/Corollary 5.142 of [3].)
Let hi = xi+1 − xi and h = maxNINT−1

i=0 hi. Let these collocation points be {ρr}k
r=1.

(i) At the mesh points, the collocation error (associated with the collocation solution, U (x) and its first derivative)
satisfies

|u(j)(xi) − U (j)(xi)| = O(h2k), j = 0, 1, i = 0, . . . , NINT. (12)

(ii) At non-mesh points, the collocation error (associated with the collocation solution, U (x), and its derivatives
up to order k + 1) satisfies

u(j)(x) − U (j)(x) =
1
k!

hk+2−j
i u(k+2)(xi)P

(j)
k

(
x − xi

hi

)
+ O(hk+3−j

i ) + O(h2k) = O(hk+2−j), (13)

where xi < x < xi+1, i = 0, . . . , NINT − 1, j = 0, . . . , k + 1, and where

Pk(ξ) =
∫ ξ

0

(t − ξ)
k∏

r=1

(t − ρr)dt. (14)

Note that the number of collocation points in the results quoted for the PDE case is p − 1 per subinterval
and the number of collocation points for the BVODE results is k. We can thus see that these two sets of results
are of course in agreement: (12) implies that the collocation error at the mesh points is O(h2k) = O(h2(p−1));
(13) implies that the collocation error overall is O(hk+2) = O(hp+1).

The BVODE result given in (ii) provides details of the coefficient of the leading term in the error and from
that result it follows that one can expect, in the BVODE case, to see higher accuracy in the collocation solution
at points within each subinterval that are roots of the polynomial P (ξ) as long as 2k ≥ k + 3 ⇒ k ≥ 3. One
can also expect to see higher accuracy in the first derivative of the collocation solution at the roots of the first
derivative of P (ξ) as long as 2k ≥ k + 2 ⇒ k ≥ 2.

To our knowledge, no corresponding result has been published for the PDE case but we will show experi-
mentally in this section that the corresponding result for the PDE case does appear to be true. (We will also
show that the standard convergence results for the PDE case can be observed experimentally.)

Before we provide the experimental convergence results, we list the polynomials, Pk(x), for k = 3, . . . , 10,
and their derivatives.

• k = 3 :
P3(x) = −1/40 x2 (2 x − 1) (x − 1)2 ,

P ′
3(x) = −1/20 x (x − 1)

(
5 x2 − 5 x + 1

)
.

• k = 4 :
P4(x) = − 1

420
x2

(
14 x2 − 14 x + 3

)
(x − 1)2
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P ′
4(x) = − 1

70
x (x − 1) (2 x− 1)

(
7 x2 − 7 x + 1

)

• k = 5 :
P5(x) = −

1
504

x2 (2 x− 1)
(
6 x2 − 6 x + 1

)
(x− 1)2

P ′
5(x) = − 1

252
x (x − 1)

(
42 x4 − 84 x3 + 56 x2 − 14 x + 1

)

• k = 6 :(coefficients given to 40 digits)

P6(x) = −0.01785714285714285714285714285714285714290 x2

(x − 0.1526267046965671274476218874538658199935)(x− 0.3747185964571342094966817555619445257435)

(x − 0.6252814035428657905033182444380554739571)(x− 0.8473732953034328725523781125461341816899)

(x − 0.9999999999999999996252360743081052624740)(x− 1.000000000000000000374763925691894736131)

P ′
6(x) = −0.1428571428571428571428571428571428571432 x

(x − 0.08488805186071653506398389301626743020613)(x− 0.2655756032646428930981140590456168353038)

(x − 0.4999999999999999999999999999999999999253)(x− 0.7344243967353571069018859409543831650129)

(x − 0.9151119481392834649360161069837325693036)(x− 1.000000000000000000000000000000000000238)

• k = 7 :(coefficients given to 40 digits)

P7(x) = −0.01388888888888888888888888888888888888890 x2

(x − 0.1152723378341063364884525393761867036634)

(x − 0.2895425974880942776345904263602843369771)(x− 0.4999999999999999999999999999999999998259)

(x − 0.7104574025119057223654095736397156625978)(x− 0.8847276621658936635115474606238133051638)

(x − 0.9999999999999999990752003460208259747023)(x− 1.000000000000000000924799653979174017077)

P ′
7(x) = −0.1250000000000000000000000000000000000001 x

(x − 0.06412992574519669233127711938966828094783)

(x − 0.2041499092834288489277446343010234050334)(x− 0.3953503910487605656156713698273243723071)

(x − 0.6046496089512394343843286301726756275209)(x− 0.7958500907165711510722553656989765969931)

(x − 0.9358700742548033076687228806103317133009)(x− 1.000000000000000000000000000000000003903)

• k = 8 :(coefficients given to 40 digits)

P8(x) = −0.01111111111111111111111111111111111111110 x2

(x − 0.09007700226825652259199898430878326642404)(x− 0.2296976813063206480102970162932299271127)

(x − 0.4056612887546070310868762178406954413723)(x− 0.5943387112453929689131237821593045592941)

(x − 0.7703023186936793519897029837067700777414)(x− 0.9099229977317434774080010156912166897463)

(x2 − 2.000000000000000000000000000000000038318x+ 1.000000000000000000000000000000000040922)

P ′
8(x) = −0.1111111111111111111111111111111111111110 x

(x − 0.05012100229426992134382737779083102097417)(x− 0.1614068602446311232770572864543287746505)

(x − 0.3184412680869109206446239656456703934133)(x− 0.5000000000000000000000000000000000001767)

(x − 0.6815587319130890793553760343543296082427)(x− 0.8385931397553688767229427135456712151311)
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(x − 0.9498789977057300786561726222091690000413)(x− 0.9999999999999999999999999999999999873783)

• k = 9 :(coefficients given to 40 digits)

P9(x) = −0.009090909090909090909090909090909090909090x2

(x − 0.07229898685756271547112349189126108292455)

(x − 0.1863109301186906409987672996290522717257)(x− 0.3341852231986050988995749824607638842101)

(x − 0.5000000000000000000000000000000000001427)(x− 0.6658147768013949011004250175392361314835)

(x − 0.8136890698813093590012327003709476172477)(x− 0.9277010131424372845288765081087393203328)

(x − 0.9999999999999999963034928919316276879745)(x− 1.000000000000000003696507108068372003954)

P ′
9(x) = −0.09999999999999999999999999999999999999999 x

(x − 0.04023304591677059308553366958883093292309)

(x − 0.1306130674472474624984469125700846374981)(x− 0.2610375250947777521694124536343710009786)

(x − 0.4173605211668064876868901170209132334105)(x− 0.5826394788331935123131098829790867710517)

(x − 0.7389624749052222478305875463656289715563)(x− 0.8693869325527525375015530874299154377089)

(x − 0.9597669540832294069144663304111689561914)(x− 1.000000000000000000000000000000000058677)

• k = 10 :(coefficients given to 40 digits)

P10(x) = −0.007575757575757575757575757575757575757580x2

(x − 0.05929571219129399470948561789933304132527)(x− 0.1539696908715823006543332595028406359625)

(x − 0.2792835119457420839819822032670009617045)(x− 0.4241841678533666684918885686273490270090)

(x − 0.5758158321466333315081114313726510127730)(x− 0.7207164880542579160180177967329987841902)

(x − 0.8460303091284176993456667404971602510236)(x− 0.9407042878087060052905143821006647355001)

(x2 − 2.000000000000000000000000000000001550508x+ 1.000000000000000000000000000000001600330)

P ′
10(x) = −0.09090909090909090909090909090909090909096x

(x − 0.03299928479597043283386293195030818272980)(x− 0.1077582631684277906887910919457709482478)

(x − 0.2173823365018974967645180152611241678509)(x− 0.3521209322065303042840442422204712448688)

(x − 0.5000000000000000000000000000000000096995)(x− 0.6478790677934696957159557577795287007190)

(x − 0.7826176634981025032354819847388759869321)(x− 0.8922417368315722093112089080542287897953)

(x − 0.9670007152040295671661370680496920925162)(x− 0.9999999999999999999999999999999998766375)

The roots of the above polynomials and their derivatives are the points at which superconvergent solution
and derivative approximations can be computed. The following table shows these superconvergent solution and
derivative evaluation points, to 27 digits. We list only the points that are internal to the interval, i.e., roots
equal to zero or one are not listed.

Table 3 and Table 4 provide experimental evidence demonstrating that, for the spatial discretization of a
1D parabolic PDE by Gaussian collocation, the orders of convergence indicated by the above theory - point
(ii) above for the BVODE case in particular - also hold for the PDE case. (We provide results only for the
smaller k values, because for larger k values, for the given test problem, the solution values are so accurate that
the corresponding errors approach the round-off error level.) We used the (non-spatially adaptive) EPDCOL
package with a very high time tolerance (10−14) so that we could choose the meshes that were used to obtain
these numerical solutions and so that the temporal error would not interfere with the spatial error. We used
the simple test problem (17). Errors over the entire spatial domain were computed using a continuous L2 norm;
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mesh point errors and the errors at the roots of Pk(ξ) and P ′
k(ξ) internal to each subinterval were computed

using a discrete L2 norm.
From Table 3 and Table 4, we can see that the expected convergence rates for low k values for the simple PDE

(17) are observed. (For very accurate solutions (k = 4, NINT = 10), we see a small degradation in the observed
convergence rate due to the presence of round-off error.) These results suggest that the collocation solution
and its derivative are superconvergent at the mesh points. They also suggest that the collocation solution is
superconvergent at the points within each subinterval that correspond to roots of the Pk(ξ) polynomial appearing
in the error expression (15) and that the derivative of the collocation solution is superconvergent at the points
within each subinterval that correspond to the roots of P ′

k(ξ).
Figure 1 shows the order of convergence for the collocation solution and its derivative as well as the locations

of the superconvergent solution and derivative values on a single subinterval, for the case k = 5.
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Figure 1: Order of convergence of the collocation solution for k = 5 on one subinterval. The collocation solution
over the entire subinterval is not superconvergent (Non-S.C. Solution) and has order 7, and its derivative, also not
superconvergent over the entire subinterval (Non-S.C. Derivative) has order 6. The points labeled ‘f’ correspond
to the roots of the polynomial P5(ξ) at which the collocation solution is superconvergent (S.C. Solution) and has
order 8. The points labeled ‘d’ correspond to the roots of P ′

5(ξ) where the derivative of the collocation solution
is superconvergent (S.C. Derivative) and has order 7. The order of convergence for the mesh point solution and
derivative values is 10.

3.2 Selection of the Superconvergent Points

We will construct C1-continuous, piecewise polynomial interpolants that use a sufficient number of supercon-
vergent solution and derivative values so that the interpolation error is dominated by the data error. (Here the
data error refers to the order of accuracy of the solution and derivative values to be interpolated. For example,
suppose that the values to be interpolated have errors that are O(hp). Then we will use a sufficient number of
interpolation points so that the interpolation error is O(hq), where q > p. For related work, see, e.g., [36], [21],
[24, 25].) Recall that when the number of collocation points per subinterval is p−1, the collocation solution itself
will have be order p + 1 and its derivative will be order p. The interpolant can be based on the superconvergent
solution and derivatives values which, as we have seen in the previous subsection, will be order p + 2 and p + 1,
respectively. In order to have the interpolation error dominated by the data error we will therefore need to
choose p + 3 superconvergent values; this will yield an interpolation error that is order p + 3, one order higher
than the data error associated with the superconvergent collocation solution values. Since we will employ a
combination of solution and derivative values, a Hermite-Birkhoff form for the interpolant is appropriate and
we will consider results from [20] for the form of the interpolant and its error term.
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In order to obtain C1-continuity, the SCI must interpolant the solution and derivative values at the endpoints
of each subinterval. These values represent 4 of the p + 3 required interpolation values and we must select
(p+3)−4 = p−1 additional superconvergent values. There would appear to be more than enough superconvergent
values available on each subinterval in order to construct an interpolant of the desired order and continuity. For
example, for the case k = 5 (p = 6), we will need p + 3 = 9 superconvergent values, and, as shown in Figure 1,
there are 11 superconvergent values available (3 solution values internal to the subinterval, 4 derivative values
internal to the subinterval, and a mesh point solution and derivative value at each end of the subinterval.)
We will interpolate at the meshpoint values but interpolation at additional non-mesh locations is required to
obtain an interpolant of the desired order. However, all of our attempts to construct such interpolants led to
existence issues when the remaining interpolation points are chosen within the current subinterval. (The paper
[20] identifies a matrix that must be non-singular in order for the Hermite-Birkhoff interpolant to exist; for
several k values, we have checked a number of possible combinations of interpolation points from those available
on a given subinterval and have found that in each case this matrix is singular.) It appears to be impossible to
construct an interpolant based on any subset of these 11 values; the coefficient matrix that defines the interpolant
for any given combination of 9 of the available superconvergent values is singular. A similar statement can be
made for other values of k.

In order to avoid this issue, the approach we have used employs, from each subinterval, the superconvergent
endpoint solution and derivative values, all of the superconvergent solution values that are internal to the
subinterval, and the closest available superconvergent solution values from the subintervals to the left and right
of the subinterval. (We do not choose superconvergent derivative values from outside the current subinterval
because this leads to conditional non-singularity of the matrix that defines the interpolant, depending on the ratio
of the size of the current subinterval to that of the adjacent subintervals.) With this choice of interpolation values,
we find that there is no issue with the existence of the interpolant. For the leftmost and rightmost subintervals,
we employ the two closest superconvergent solution values available in the lone adjacent subinterval. The choice
of superconvergent values is shown for the case k = 5 in Figure 2. Note that we always choose two of the solution
values from outside the subinterval.
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Figure 2: Choice of superconvergent values for k = 5 case. The interpolants considered in this report use the
superconvergent solution and derivative values at the endpoints of the subinterval, all the superconvergent solution
values within the current subinterval, and the closest superconvergent solution value from each of the adjacent
subintervals. This is 4 + 3 + 2 = 9 data values. These values are circled (Information Used).
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3.3 The SCI

Consider the subinterval [xi, xi+1]. Let s1 = xi and s2 = xi+1 and let wj, j = 1, . . . , k, be the non-mesh points
at which we will interpolate superconvergent values. (As explained earlier, k − 2 of the wj values are inside the
subinterval and two of them are outside the subinterval.) Then, associated with the collocation solution, U (x, t),
on the given subinterval, at time t, we have, from [20], the Hermite-Birkhoff SCI

Ũ (x, t) =
2∑

j=1

Hj(x)U (sj , t) + h

2∑

j=1

Hj(x)U ′(sj , t) +
k∑

j=1

Gj(x)U (wj, t),

where x ∈ [xi, xi+1], h = xi+1 − xi, and

Hj(x) = (1 − (x − sj)γj)
ξ2
j (x)φ(x)

ξ2
j (sj)φ(sj)

, Hj(x) = (x − sj)
ξ2
j (x)φ(x)

ξ2
j (sj )φ(sj)

,

Gj(x) =
φj(x)ξ2(x)

φj(wj)ξ2(wj)
,

where

φ(x) =
k∏

r=1

(x − wr), φj(x) =
k∏

r=1
r 6=j

(x − wr),

ξ(x) =
2∏

r=1

(x − sr), ξj(x) =
2∏

r=1
r 6=j

(x − sr),

and

γj =
k∑

i=1

1
sj − wi

+ 2
2∑

i=1
i6=j

1
sj − si

.

The paper [20] also provides an explicit expression for the interpolation error. Unfortunately, for the general
case, the expression is somewhat complicated and we therefore do not repeat it here. Because two of the super-
convergent values are taken from outside the current subinterval, the locations of the corresponding interpolation
points are expressed relative to the current subinterval size, and it is thus not surprising that the corresponding
error term for the interpolant depends on the ratios of the size of the current subinterval to the sizes of the
adjacent subintervals. The error expression for the interpolant includes a factor that captures the dependence
of the error on these ratios. For example, for k = 5, and for the subinterval [xi, xi+1], this factor is

[
x2 − (Rα + Lβ)x − Rα + Lβ +

LR

3
− 1

]
,

where α = 1
2
− 1

6

√
3, β = 1

2
+ 1

6

√
3, and the adjacent subinterval ratios are

R =
xi+2 − xi+1

xi+1 − xi
and L =

xi − xi−1

xi+1 − xi
.

For the leftmost and rightmost subintervals, the structure of the interpolant is slightly different and thus the
error term is also slightly different; for the leftmost subinterval, when k = 5, the factor in the error term that
captures the dependence on R is

[
x2 − (R

(
1
2

+ α

)
+ 2)x + 1 + R

(
1
2

+ α

)
− R2

√
3

12

]
.

In this case, we see that the error depends on the square of R. A similar expression holds for the rightmost
subinterval, where the error depends on the square of L.

As mentioned earlier, the mesh refinement algorithm employed by BACOL is based on equidistribution and
thus the size of a given subinterval is based entirely on this principle; there is no mesh smoothing, i.e., there
is no imposed upper or lower bound on the subinterval ratios of the meshes determined by the BACOL mesh
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refinement algorithm. This allows for the mesh to adapt to the error estimate profile purely according to the
equidistribution principle but obviously the absence of a bound on the adjacent subinterval ratios could impact
negatively on the accuracy of the SCI estimates considered here. We will explore this issue experimentally later
in this report.

In summary, once the primary collocation solution, U (x, t) is obtained, for the sth component of U (x, t),
namely, Us(x, t), we will obtain superconvergent solution and derivative values and then construct a supercon-
vergent interpolant for each subinterval based on these values. Because these interpolants interpolate both the
solution and derivative approximations at the mesh points, the piecewise polynomial interpolant that is the
union of the individual interpolants associated with each subinterval will have C1 continuity over the spatial
domain. As well, it will have an order of accuracy one higher than that of the primary collocation solution. We
will then use the SCI to replace Ū s(x, t) in the error estimates (8) and (9).

4 The LOI Approach for Spatial Error Estimation

4.1 Requirements

As mentioned earlier, the key idea in this approach is propagate only the higher order global collocation solution,
Ū s(x, t), and instead of computing the lower order global collocation solution, U (x, t), we will construct a lower
order interpolant, based on evaluations of the higher order collocation solution, such that the leading order
term in the error expansion for this interpolant approaches, asymptotically, the leading order term in the error
expansion for the lower order collocation solution. It is this latter quantity that is currently used in BACOL for
assessment of the global spatial error and for mesh refinement, and therefore it makes sense to focus on trying
to approximate this quantity. While the details are different here, the general idea was considered earlier in the
work by Moore on interpolation based error estimation mentioned earlier in this report.

Based on the experimental results reported earlier in the report, it appears that the lower order collocation
solution has an error expansion that is a generalization of the corresponding result for the BVODE case. That
is, it appears that the error expansion associated with the lower order collocation solution, U (x, t), has the form,
for a given t and for the subinterval [xi, xi+1],

u(x, t)− U (x, t) =
1
k!

hk+2
i u(k+2)(xi, t)Pk

(
x − xi

hi

)
+ O(hk+3

i ) + O(h2k),

where

Pk(ξ) =
∫ ξ

0

(t − ξ)
k∏

r=1

(t − ρr)dt,

where k is the number of collocation points per subinterval, h is the maximum subinterval size, and the ρr values
are the images of the k Gauss points on [0,1]. As explained earlier, Ū (x, t) − U (x, t) gives an approximation
to the leading order term in the collocation error, given above. We want to construct an interpolant, Ũ (x, t),
such that the leading order in the interpolation error for this interpolant equals the leading order term of the
collocation error.

From standard interpolation theory, it is clear that the leading term in the error expansion for the interpolant
will include the factors hk+2

i u(k+2)(xi, t) as long as we construct the interpolant so that it is based on k +2 data
values and as long as the error in each of the data values is at least one order higher, i.e., at least O(hk+3

i ), so
that the interpolation error dominates the data error. Since the data values we will employ for the interpolant
are obtained from the higher order collocation solution, those values will have an error that is O(hk+3

i ) for any
choice of interpolation points. The remaining factor in the leading term of the error expansion for the interpolant
will depend on the location of the interpolation points within the interval and these points must be chosen so
that this factor equals Pk

(
x−xi

hi

)
, so that the leading term in the interpolation error with agree with the leading

term in the collocation error.
We now consider the case when k = 5 but the approach will clearly generalize. For k = 5, the leading term

in the collocation error expansion is
1
5!

h7
i u

(7)(xi, t)P5

(
x − xi

hi

)

where

P5(ξ) =
−1
540

ξ2 (2 ξ − 1)
(
6ξ2 − 6ξ + 1

)
(ξ − 1)2 =

−1
42

ξ2

(
ξ − 1

2

) (
ξ − 1

2
+

1
6

√
3
)(

ξ − 1
2
− 1

6

√
3
)

(ξ − 1)2 .
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The roots of this polynomial are 0, 0, 1
2 , 1

2 ± 1
6

√
3, 1, 1. Substituting this expression for P5(ξ) into the general

form for the leading term in the collocation error gives

u(x, t)−U (x, t) =
(

1
5!

)(
−1
42

)
h7

i u
(7)(xi, t) ξ2

(
ξ −

1
2

) (
ξ −

1
2

+
1
6

√
3
) (

ξ −
1
2
−

1
6

√
3
)

(ξ − 1)2+O(h8
i )+O(h10)

or

u(x, t)− U (x, t) =
(
−1
7!

)
h7

i u
(7)(xi, t) ξ2

(
ξ − 1

2

) (
ξ − 1

2
+

1
6

√
3
)(

ξ − 1
2
− 1

6

√
3
)

(ξ − 1)2 + O(h8
i ) + O(h10)

(15)
We choose the interpolation points to be the roots of P5(ξ), with the understanding that the repeated roots

(at 0 and 1) mean that the interpolant must interpolate the higher order collocation solution values at 0 and
1 and the derivative of the interpolant must interpolate the derivative of the higher order collocation solution
at 0 and 1. Furthermore, the interpolant must interpolate the higher order collocation solution value at 1

2 and
1
2 ± 1

6

√
3. This implies that the interpolant must be a Hermite-Birkhoff interpolant. In fact it is quite similar

to those considered in the previous section except that we do not need to consider interpolation points outside
the subinterval. That is, the interpolant we consider in this case is based on the same set of points identified
in Figure 2 except that we do not choose the two points that are outside the current interval. Thus the total
number of interpolation points is 7: interpolation of solution and derivative values at the endpoints of each
subinterval and interpolation of solution values at the three interior points. (For general k, this is 4 endpoint
solution and derivative values and k − 2 internal solution values for a total of k + 2 data values.)

4.2 The LOI

As explained above, the appropriate type of interpolant is a Hermite-Birkhoff interpolant and thus the same
general form that is used for the SCI’s of the previous section is relevant. Letting s1 = xi, s2 = xi+1 and let
wj, j = 1, . . . , k−2, be the non-mesh points internal to the ith interval. (This gives a total of 4+(k−2) = k +2
interpolation points.) Then, associated with the collocation solution, Ū (x, t), on the given subinterval, at time
t, we have, the Hermite-Birkhoff SCI

Ũ (x, t) =
2∑

j=1

Hj(x)Ū (sj , t) + h

2∑

j=1

Hj(x)Ū ′(sj , t) +
k−2∑

j=1

Gj(x)Ū (wj, t),

where x ∈ [xi, xi+1], h = xi+1 − xi, and the basis functions Hj(x), Hj(x), and Gj(x) are defined as in the
previous section.

4.3 The Interpolation Error Term

The error expansion for this interpolant, for general k, is given in [20]. Since the expression is somewhat
complicated, we do not reproduce it here. However the basic form of the leading term in the error expression
for a given k (and a given t) has the general form

1
(k + 2)!

hk+2
i u(k+2)(xi, t)P̃k(ξ), (16)

where P̃k(ξ) is a polynomial that depends on the points where interpolation of solution and derivative data is
performed. Based on the choice of interpolation of solution and derivative data described above we can compute
the specific polynomials P̃k(x) for k = 3, . . . , 10:

P̃3(x) =
(

x − 1
2

)
x2 (x − 1)2 .

P̃4(x) =
(

x − 1
2
− 1

14

√
7
) (

x − 1
2

+
1
14

√
7
)

x2 (x − 1)2 .

P̃5(x) =
(

x − 1
2
− 1

6

√
3
)(

x − 1
2

) (
x − 1

2
+

1
6

√
3
)

x2 (x − 1)2

P̃6(x) = (x−0.1526267046965671274476218874538658199935)(x−0.3747185964571342094966817555619445257435)
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(x − 0.6252814035428657905033182444380554739571)(x− 0.8473732953034328725523781125461341816899)

x2(x − 1)2.

P̃7(x) = (x−0.1152723378341063364884525393761867036634)(x−0.2895425974880942776345904263602843369771)

(x−1/2)(x−0.7104574025119057223654095736397156625978)(x−0.8847276621658936635115474606238133051638)

x2(x − 1)2.

P̃8(x) = (x−0.09007700226825652259199898430878326642404)(x−0.2296976813063206480102970162932299271127)

(x − 0.4056612887546070310868762178406954413723)(x− 0.5943387112453929689131237821593045592941)

(x − 0.7703023186936793519897029837067700777414)(x− 0.9099229977317434774080010156912166897463)

x2(x − 1)2.

P̃9(x) = (x−0.07229898685756271547112349189126108292455)(x−0.1863109301186906409987672996290522717257)

(x−0.3341852231986050988995749824607638842101)(x−1/2)(x−0.6658147768013949011004250175392361314835)

(x − 0.8136890698813093590012327003709476172477)(x− 0.9277010131424372845288765081087393203328)

x2(x − 1)2.

P̃10(x) = (x−0.05929571219129399470948561789933304132527)(x−0.1539696908715823006543332595028406359625)

(x − 0.2792835119457420839819822032670009617045)(x− 0.4241841678533666684918885686273490270090)

(x − 0.5758158321466333315081114313726510127730)(x− 0.7207164880542579160180177967329987841902)

(x − 0.8460303091284176993456667404971602510236)(x− 0.9407042878087060052905143821006647355001)

x2(x − 1)2.

It is clear from the above discussion that if the leading order term in the interpolation error is to equal the
leading order term in the collocation error, then we must consider the corresponding polynomials arising in each
error term, namely Pk(ξ) and P̃k(ξ). We again consider the specific case of k = 5 but it will be clear how the
approach generalizes for other values of k. With k = 5 the leading term in the collocation error is given in (15).
The general form for the leading term in the interpolation error is given in (16); for the specific case of k = 5,
this becomes

1
7!

hk+2
i u(k+2)(xi, t)ξ2

(
ξ − 1

2

)(
ξ − 1

2
− 1

6

√
3
) (

ξ − 1
2

+
1
6

√
3
)

(ξ − 1)2 ,

and we see that the leading order term in the error expression for the collocation solution is equal to the leading
order term in the error expression for the interpolant. For general k we have

||Ũ(x, t)− Ū (x, t)||∞ = ||(Ũ(x, t) − u(x, t)) − (Ū (x, t) − u(x, t))||∞ = ||Ũ(x, t) − u(x, t)||∞ + hk+3
i

gives a computable approximation to the leading order term in the error for the collocation solution U (x, t).

5 Selected Numerical Results and Discussion

5.1 Test Problems

(i) The simple test problem, [29]:

ut = uxx + π2 sin(πx), 0 < x < 1, t > 0, (17)

with initial condition
u(x, 0) = 1, 0 ≤ x ≤ 1,

and boundary conditions
u(0, t) = u(1, t) = 1, t > 0,

for which the exact solution is
u(x, t) = 1 + sin(πx)

(
1 − e−π2t

)
.
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(ii) Burgers’ Equation, e.g., [39]:

ut = εuxx − uux, 0 < x < 1, t > 0, ε > 0, (18)

with the initial condition and boundary conditions chosen so that exact solution is given by

u(x, t) =
1
2
−

1
2

tanh
(

1
4ε

(
x −

t

2
−

1
4

))
,

where ε is a problem dependent parameter. For ε = 10−3, the solution to this problem is plotted in Figure 3.
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Figure 3: Solution of Burgers’ equation with ε = 10−3. Initially, there is a sharp layer region approximately
at the point 0.25 in the spatial domain. As t goes from 0 to 1, the layer moves to the right, reaching the point
(approximately) 0.75 in the spatial domain at t = 1.

5.2 Comparison of Accuracy of BACOL, SCI, LOI Error Estimates

We have considered a range of tol values (10−4, 10−6, 10−8) (ATOLs = RTOLs = tol) and k values (3, 6, and
9). The full set of graphs reporting the results of our testing over all test problems is given in the Appendix.
Here we present selected results. For each problem, we integrate from t = 0 to t = 1. The initial spatial mesh
size is NINT0 = 20.

When BACOL is applied to the simple test problem (17), with k = 3, tol = 10−8, the error estimates
obtained on each subinterval by each of the error estimation schemes compare well with each other and with
the true error - see Figure 4. The solution to the problem is smooth, the mesh is relatively uniform, and there
are no issues associated with large adjacent subinterval ratios. Figure 4 is for the case where BACOL controls
the mesh refinement but since the SCI and LOI error estimates are essentially the same, SCI or LOI control of
the mesh would give similar results.

For the next set of results, we choose k = 6 and tol = 10−6. The solution to the second test problem, (18)
with ε = 10−3, has sharp layers - see Figure 3 - and BACOL employs a highly non-uniform mesh that adapts
in time to efficiently solve this problem. A plot of the error estimates for each subinterval, as computed by
the SCI, BACOL, and LOI error estimation schemes, as well as the true error for each subinterval, is given in
Figure 5. The BACOL error estimate controls the mesh, which has 13 subintervals. Most of the points of the
mesh are located within the region of the spatial domain where the solution has a sharp layer. From Figure 5, we
see that the SCI estimate substantially overestimates the true error on the leftmost and rightmost subintervals.
(From Figure 5 it is clear that the leftmost and rightmost subintervals are substantially larger than the adjacent
subintervals.) Figure 6 focuses on the part of Figure 5 corresponding to the layer region. From this plot we can
see that both the BACOL, SCI and LOI error estimates are in good agreement with each other but somewhat
underestimate the true error in the middle of the layer region.

From the above results we see that there is good agreement between the BACOL and LOI error estimates
but the large boundary subintervals are leading to issues for the SCI error estimate. In order to explore this issue
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Figure 4: Plot of the SCI error estimate, the BACOL error estimate, the LOI estimate and the true error
associated with the collocation solution of (17) with k = 3, tol = 10−8. BACOL controls the mesh refinement.
The tick marks on the horizontal axis show the locations of the mesh points at the end of the computation.
NINT = 13. All error estimates are in good agreement.

further, the next set of results are obtained by again considering (18) with ε = 10−3 (and again choosing k = 6
and tol = 10−6) but this time we allow the SCI error estimate to control mesh refinement. A plot of the error
estimates and the true error is given in Figure 7. Comparing this plot with Figure 5, we note that all estimates
show reasonably good agreement with the true error on all subintervals. The mesh again has NINT = 13.
Comparing the meshes in Figure 5 and Figure 7 we see that when the BACOL error estimate controls mesh
refinement, the first subinterval of the BACOL controlled mesh represents about 60% of the entire spatial domain,
while the SCI error estimate controlled mesh has the first two subintervals covering approximately that same
region of the spatial domain. The overestimates of the error on the subintervals where the adjacent subinterval
ratios are large trigger further refinement of the mesh in these regions, and that has the effect of reducing the
disparity between the sizes of adjacent subintervals. The use of the SCI error estimate to control the mesh thus
“self-corrects” the issue of SCI over estimates of the error due to large subinterval ratios. Figure 8 focuses on
the part of Figure 7 corresponding to the layer region. Even within the layer region we see reasonably good
agreement between the error estimates and the true error, when the SCI estimate controls the mesh refinement.
The true error is slightly larger and it is better estimated by all estimates.

A larger set of results are reported in the Appendix; based on these results, we can make the following
additional points:
(i) The above examples are generally representative of the performances of the three error estimates over all
problems, KCOL values, and tolerances considered. When the BACOL estimates control the mesh, the BACOL
and LOI estimates are generally in good agreement and the SCI estimates are too large whenever adjacent
subinterval sizes differ substantially.
(ii) For the k = 3 case, the SCI error estimates are sometimes not of sufficiently good quality to guide the mesh
process. In such cases, we have seen BACOL fail when we let the SCI estimate control the mesh refinement.
The failure happens at the beginning of the computation when t = 0. This is predicted by the theory: the super
convergent points are only slightly more accurate and the initial mesh is relatively coarse. Thus the asymptotic
results upon which the approach is based are not relevant.
(iii) The BACOL and SCI error estimators generally lead to meshes that have approximately the same number
of subintervals.
(iv) Since the BACOL and SCI estimates lead to different meshes they also lead to a different number of
remeshings over the course of a given computation. However, over all the numerical experiments we have
considered we have generally not observed a significant difference in the number of remeshings associated with
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Figure 5: Plot of the SCI error estimate, the BACOL error estimate, the LOI error estimate, and the true error
associated with the collocation solution for (18) with ε = 10−3. BACOL controls the mesh refinement. The final
mesh has NINT = 13. The tick marks on the horizontal axis show the locations of the mesh points at the
end of the computation. Here we see that the SCI scheme substantially overestimates the error in the boundary
subintervals and that all schemes underestimate the error in the layer region.

either the BACOL or SCI estimation schemes.

6 Computational Costs for the BACOL, SCI, and LOI Error Esti-

mates

As mentioned earlier, the BACOL error estimate is based on the computation of a second global collocation
solution. Since this second solution involves the use of polynomials of one degree higher than the primary
solution and thus one extra collocation point per subinterval is required, the cost of computing this second
solution is slightly larger than the cost of computing the primary solution. For each of these solutions the most
significant cost is the setup and solution of the Newton matrices that arise and, assuming a mesh of NINT
subintervals, k collocation points per subinterval, and NPDE equations, and the use of a linear system solver
specifically designed to handle the almost block diagonal structure of the Newton matrices, (BACOL uses the
package COLROW [17, 16]), these costs are O(NINT (NPDE ×k)3). The cost of the secondary global solution
is O(NINT (NPDE× (k +1))3). Thus the additional computation of Ū(x, t) more than doubles the overall cost
of the computation. Once the primary and secondary solutions are computed, the error estimate requires the
evaluation of these global solutions and that involves evaluation of the corresponding B-spline basis polynomials.
These costs are linear in NINT, NPDE, and k.

The costs for the construction of the SCI or the LOI on the other hand are relatively small. One must
evaluate a collocation solution several times on each subinterval to obtain the collocation solution values and
then the evaluation of the SCI or LOI involves only the evaluation of the basis polynomials associated with the
interpolant, as discussed earlier. These costs are linear in NINT, NPDE, and k.

While the self-correction of the SCI error estimate occasionally leads to a few extra subintervals being added
to the mesh, the costs per subinterval for the SCI approach are low and this does not add significantly to
the overall costs. Because the meshes generated when the SCI error estimate is used are sometimes different
from those generated from the BACOL error estimate, the number of remeshings that occur is also somewhat
different. However, over all the experiments we considered, we generally did not observe a significant difference
in the number of remeshings performed by either of the BACOL or SCI schemes.

It is thus clear that the cost of the SCI or LOI error estimates is a small fraction of the cost of error estimate
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Figure 6: Plot of the SCI error estimate, the BACOL error estimate, the LOI error estimate, and
the true error associated with the collocation solution of (18) with ε = 10−3, within the layer region.
BACOL controls the mesh refinement. The tick marks on the horizontal axis show the locations of the mesh
points at the end of the computation. In the layer region all schemes underestimate the error.

currently employed within BACOL. It is also clear that the memory requirements for new versions of BACOL
based on either of the interpolation based schemes will be approximately 50% of what is required for the original
BACOL code; this could be significant for very difficult problems where large spatial meshes are required.

7 Conclusions and Future Work

We have seen from the numerical results that the SCI and LOI error estimation schemes generally yield error
estimates of comparable quality to those given by the error estimation scheme currently employed by BACOL,
when the SCI error estimates are used to control mesh refinement. Furthermore, because they employ readily
available collocation solution information the SCI and LOI estimates can be obtained at a relatively minor
computational cost. This new approaches therefore appear to be interesting alternatives to the error estimation
scheme currently employed by BACOL and further investigation is warranted.

The numerical results reported here were obtained by using a modified form of BACOL that computes the
BACOL, SCI and LOI error estimates, and thus both the primary and secondary collocation solutions are still
computed by this modified form of BACOL. Ongoing work involves the development of a new version of BACOL
that will compute only the lower order collocation solution and the SCI error estimate, or only the higher order
collocation solution and the LOI estimate. This will lead to new versions of BACOL that should have comparable
performance to that of the current version but with about twice the speed. Furthermore the storage costs should
be approximately halved. We will then be able to perform timing comparisons of the various implementations.
Similar modifications to the BACOLR code can also be made (since it uses that same spatial discretization
scheme as BACOL).

We are also further exploring the theoretical results on collocation for one-dimensional PDEs in order to
obtain supporting theory for our observed numerical results on the superconvergent solution and derivative
values available within the interior of each subinterval of the spatial mesh. Another area of ongoing work is an
examination of the interpolation conditions for the SCI case that appear to make it impossible to choose all
the interpolation points from within a given subinterval; we have shown this to be true by considering specific
values of k but a more general analysis may be possible, based on [20]. Ongoing work also includes an analysis
of possibilities for the representation of the SCI; this would include an exploration of which superconvergent
values upon which to base the interpolant as well as the basis function representation for the interpolant. The
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Figure 7: Plot of the SCI error estimate, the BACOL error estimate, and the true error associated with the
collocation solution of (18) with ε = 10−3. SCI controls the mesh refinement. The final mesh has NINT = 13.
The tick marks on the horizontal axis show the locations of the mesh points at the end of the computation. Here
we see that the SCI scheme is able to better adapt the mesh so that the SCI estimates are also in good agreement
with the true error in the boundary subintervals. As well, all schemes do a better job of estimating the error in
the layer region.

work discussed in [12] on barycentric Hermite interpolants may be relevant.
From the experimental results, it is apparent that the SCI based error estimation approach self-corrects for

the overestimates associated with large adjacent subinterval ratios and that sometimes this leads to the mesh
having a few extra subintervals. An interesting question is whether it might be better to introduce some form
of mesh smoothing to directly limit the adjacent subinterval ratios; this would also add a few extra subintervals
to the mesh.

It is also worth noting that the spatial discretization scheme employed by BACOL is essentially identical
to that employed by the widely used BVODE solver, COLSYS [2] and thus it would be interesting to explore
the possibility of developing a modified version of COLSYS that would employ the approach described in
this report, rather than the substantially more expensive approach based on Richardson extrapolation that it
currently employs for the global error estimate used in its termination criterion.

It may be possible to generalize the approaches discussed here to higher dimensions. The application of
collocation for the numerical solution of parabolic PDEs in two or three dimensions has been studied for some
time. If these collocation solutions possess appropriate superconvergence properties then it may be possible to
construct superconvergent interpolants (in two or three dimensions respectively) based on a sufficient number of
superconvergent solution and derivative values obtained from the collocation solution. This would then provide
the basis for an error estimate similar to the approach discussed here.
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Figure 8: Plot of the SCI error estimate, the BACOL error estimate, the LOI error estimate, and
the true error associated with the collocation solution of (18) with ε = 10−3, within the layer region.
SCI controls the mesh refinement. The tick marks on the horizontal axis show the locations of the mesh points
at the end of the computation. All schemes do a better job of estimating the error in the layer region.
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k Superconvergent Superconvergent
Solution Points Derivative Points

3 1
2

1
2 ± 1

10

√
5

4 1
2
± 1

14

√
7 1

2
± 1

14

√
21, 1

2

5 1
2
± 1

6

√
3, 1

2
1
2
± 1

42

√
147 ± 42

√
7

6 0.152626704696567127447621887 0.084888051860716535063983893
0.374718596457134209496681755 0.265575603264642893098114059
0.625281403542865790503318244 0.5
0.847373295303432872552378112 0.734424396735357106901885940

0.915111948139283464936016107
7 0.115272337834106336488452539 0.064129925745196692331277119

0.289542597488094277634590426 0.204149909283428848927744634
0.5 0.395350391048760565615671370

0.710457402511905722365409574 0.604649608951239434384328630
0.884727662165893663511547461 0.795850090716571151072255366

0.935870074254803307668722881
8 0.090077002268256522591998984 0.050121002294269921343827378

0.229697681306320648010297016 0.161406860244631123277057286
0.405661288754607031086876218 0.318441268086910920644623966
0.594338711245392968913123782 0.5
0.770302318693679351989702984 0.681558731913089079355376034
0.909922997731743477408001016 0.838593139755368876722942714

0.949878997705730078656172622
9 0.072298986857562715471123492 0.040233045916770593085533670

0.186310930118690640998767300 0.130613067447247462498446913
0.334185223198605098899574982 0.261037525094777752169412454

0.5 0.417360521166806487686890117
0.665814776801394901100425018 0.582639478833193512313109883
0.813689069881309359001232700 0.738962474905222247830587546
0.927701013142437284528876508 0.869386932552752537501553087

0.959766954083229406914466330
10 0.059295712191293994709485618 0.032999284795970432833862932

0.153969690871582300654333260 0.107758263168427790688791092
0.279283511945742083981982203 0.217382336501897496764518015
0.424184167853366668491888567 0.352120932206530304284044242
0.575815832146633331508111431 0.5
0.720716488054257916018017797 0.647879067793469695715955758
0.846030309128417699345666740 0.782617663498102503235481985
0.940704287808706005290514382 0.892241736831572209311208908

0.967000715204029567166137068

Table 2: Superconvergent Solution and Derivative Points, i.e., roots of Pk and P ′
k
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k NINT GE Ratio Rate ME Ratio Rate
2 4 3.15× 10−4 - - 3.86× 10−4 - -
2 8 1.93× 10−5 16.29 4.03 2.36× 10−5 16.4 4.04
3 4 1.06× 10−5 - - 8.48× 10−7 - -
3 8 3.31× 10−7 32.13 5.01 1.30× 10−8 65.4 6.03
4 4 2.84× 10−7 - - 8.30× 10−10 - -
4 8 4.44× 10−9 64.06 6.00 3.15× 10−12 263.5 8.04

Table 3: Experimental verification of expected convergence rates of collocation solutions for the simple test
problem (17), where k is the number of collocation points per subinterval and NINT is the number of subintervals
of the (uniform) mesh. We report collocation solution errors across the entire problem domain (GE) and at the
mesh points (ME). Expected convergence rates for GE are, respectively, 4, 5, 6, and for ME are, respectively,
4, 6, 8.

k NINT Solution Ratio Rate Derivative Ratio Rate
3 10 7.96× 10−9 - - 2.02× 10−7 - -
3 20 1.26× 10−10 63.2 5.98 6.38× 10−9 31.7 4.99
4 10 4.42× 10−11 - - 1.85× 10−9 - -
4 20 3.55× 10−13 124.5 6.96 2.94× 10−11 62.9 5.97
5 5 8.71× 10−11 - - 1.90× 10−9 - -
4 10 3.78× 10−13 230.4 7.85 1.47× 10−11 129.3 7.01

Table 4: Experimental verification of expected convergence rates for the collocation solution and its derivative
for the simple test problem (17), where the number of collocation points is k and NINT is the number of
subintervals of the (uniform) mesh. We report errors at the images of the roots of the polynomial Pk(ξ) (15)
on each subinterval (for the collocation solution, in the column titled “Solution”) and at images of the roots of
P ′

k(ξ) (for the derivative of the collocation solution, in the column titled “Derivative”). Expected convergence
rates for k = 3, 4, 5 are, respectively, 6, 7, 8, for the collocation solution, and 5, 6, 7, for its derivative.
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9 Appendix

In this appendix, we provide detailed numerical results comparing the error estimates obtained from the SCI and
LOI schemes with the original error estimation scheme used in BACOL. Where exact solutions are available, we
also compare the estimates with the exact error. We consider a number of test problems: (i) Burgers’ Equation
(1st Burgers’ Equation) with ε = 10−3, (ii) Burgers’ Equation (1st Burgers’ Equation) with ε = 10−4, (iii)
Burgers’ Equation (2nd Burgers’ Equation) with ε = 10−3, (iv) Burgers’ Equation (2nd Burgers’ Equation)
with ε = 10−4, (v) the Cahn-Allen Equation with ε = 10−6, (vi) the problem ut = (e5uux)x, with appropriate
boundary and initial conditions, and (vii) a catalytic surface reaction system. For each problem we have
considered a range of tol values (10−4, 10−6, 10−8) (ATOLs = RTOLs = tol) and k values (3, 6, and 9). In each
case the initial spatial mesh size is NINT0 = 20.

9.1 1st Burgers’ Equation

9.1.1 Problem

ut = εuxx − uux, 0 < x < 1, t > 0

Initial Condition:

u(x, 0) =
1
2
−

1
2

tanh
(

1
4ε

(
x −

1
4

))
, t ≥ 0

Boundary Conditions:

u(0, t) =
1
2
− 1

2
tanh

(
1
4ε

(
− t

2
− 1

4

))
, t ≥ 0

u(1, t) =
1
2
− 1

2
tanh

(
1
4ε

(
3
4
− t

2

))
, t ≥ 0

Exact Solution:

u(x, t) =
1
2
− 1

2
tanh

(
1
4ε

(
x − t

2
− 1

4

))

The following six subsubsections provide results for ε = 10−3 and tolerances of 10−4, 10−6, and 10−8, and
ε = 10−4 and tolerances of 10−4, 10−6, and 10−8. Within each subsection, we provide results for k = KCOL =
3, 6, and 9. The title of each graph indicates: the problem (1st Burgers), the value of ε (Eps = 10−3 or Eps =
10−4), which of the error estimation schemes controls the mesh refinement (Bac. Controlled or SCI Controlled),
the value of KCOL, the tolerance TOL, the final Time (close to 1.0), the number of subintervals in the final
mesh, NINT, and the total number of spatial remeshings that took place over the entire computation, Remeshes.
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9.1.2 Results for ε = 10−3 and Tolerance = 10−4
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Figure 9: All estimation schemes are in good agreement in the layer region, when BACOL controls the mesh,
although, as expected, the SCI scheme greatly overestimates the error where subinterval ratios are large, partic-
ularly at the boundary subintervals. When the SCI scheme controls mesh refinement, the time integration fails
at the beginning of the integration even with NINT0 increased from 20 to 500.
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Figure 10: There SCI estimates for the boundary subintervals overestimate the error when the BACOL estimates
control the mesh. Note the self-correcting of the SCI scheme for its overestimation of boundary subinterval errors
when the SCI estimates control the mesh. Issues with the error estimates in the layer region in either case.
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Figure 11: Results only for the layer region. For the BACOL controlled case, all three schemes underestimate
the error in the layer region, particularly the SCI scheme. When the SCI scheme is in control, it distributes the
mesh such that there are slightly fewer subintervals inside the layer region and more toward the boundaries. In
this case, that creates some larger subinterval ratios inside the layer region and hence the SCI’s overestimation
of errors there. The LOI and BACOL schemes are in good agreement with each other and the true error.
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Figure 12: All three schemes are generally in good agreement but all three underestimate the error in the layer
region.
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9.1.3 Results for ε = 10−3 and Tolerance = 10−6
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Figure 13: In the top graph, with BACOL controlling the mesh, the SCI scheme vastly overestimates the error
for the boundary subintervals. In the bottom graph, again with BACOL controlling the mesh, it can be seen
that there is remarkable agreement between the error estimation schemes inside the layer region. With the SCI
scheme in control, the time integration fails at the beginning of the integration.
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Figure 14: When the BACOL error estimate controls the mesh, the SCI estimates for the boundary subintervals
are poor and none of the schemes do a good job of estimating the error in the layer. When the SCI estimates
control the mesh, there is some self-correction, and the SCI estimates are much better. All schemes do a better
job of estimating the error in the layer region.
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Figure 15: Results only for the layer region. All schemes perform poorly with the BACOL scheme controlling
the mesh, but fairly well in the case where the SCI scheme controls the mesh.
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Figure 16: Outside the layer region, all error estimates generally do a good job. There are issues with all
estimation schemes in the layer regions.
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Figure 17: Results only for the layer region. Error estimation in the layer region is poor for all schemes with
the BACOL estimates in control of the mesh but the results are somewhat better with the SCI scheme in control.
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9.1.4 Results for ε = 10−3 and Tolerance = 10−8
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Figure 18: In the top graph, we see that large boundary subinterval ratios cause the SCI scheme to overestimate
the error with BACOL controlling the mesh. In the bottom graph, we see that all three schemes do a mediocre
job of error estimation in the layer region, but they are in very close agreement. The time integration failed on
the initial time step with the SCI scheme in control of mesh refinement.
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Figure 19: With the BACOL estimate in control of the mesh, the SCI estimates at the boundaries are poor. With
the SCI estimates in control of the mesh, the SCI estimates generally improve, except for the two subintervals
closest to the right boundary.
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Figure 20: Results only for the layer region. All three estimates are similar within the layer region when the
BACOL scheme controls the mesh, and all three underestimate the error. Error estimates are more in line with
the true error when the SCI scheme controls the mesh, except one subinterval where the LOI scheme estimates an
error of zero. There is also an overestimate of the error by the SCI scheme in one of the transition subintervals
to the right of the layer.
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Figure 21: In the top graph, the BACOL estimate controls the mesh and we see that the SCI scheme overestimates
the errors on the boundary subintervals and that all the schemes underestimate the error in the layer region. In
the bottom graph, the SCI scheme controls the mesh and we see generally good results for all schemes.
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Figure 22: Results only for the layer region. With the BACOL scheme in control, all three estimation schemes
greatly underestimate errors in the layer region. The three perform better with the SCI scheme in control.
Perhaps this is because the BACOL scheme overresolves the mesh in the layer, while the SCI scheme, due to
subinterval ratios inflating error estimations, spreads the subintervals out toward the boundaries.
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9.1.5 Summary of Results for the 1st Burgers Equation with ε = 10−3

We see that for this problem, the SCI scheme fails for KCOL = 3, which may be explained by the fact that
the superconvergent values are not much more accurate than the other solution and derivative values. With
the BACOL scheme driving mesh refinement, the SCI scheme greatly overestimates errors at the boundary
subintervals, but with the SCI scheme in control it is able to self-correct for this. The BACOL scheme sometimes
overresolves the mesh inside the layer region, while the SCI scheme’s overestimation of error where subinterval
ratios are large counteracts this by dispersing mesh points toward the boundary subintervals. When KCOL = 9,
all schemes appear more likely to underestimate the error in the layer region with the BACOL scheme controlling
the mesh than with the SCI scheme in control, and this may be related to the SCI scheme having a coarser mesh
inside the layer region.

TOL\KCOL 3 6 9
NINT, Remeshes NINT, Remeshes NINT, Remeshes

10−4 BAC 14, 88 10, 51 9, 41
SCI NA 11, 48 9, 34

10−6 BAC 23, 117 13, 92 15, 56
SCI NA 13, 83 11, 56

10−8 BAC 47, 140 16, 159 14, 71
SCI NA 19, 148 14, 84

Table 5: Comparing results for KCOL = 6 and 9, we see that results for computations in which the BACOL
estimates control the mesh are comparable to those for which the SCI scheme is in control.
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9.2 Results for ε = 10−4 and Tolerance = 10−4
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Figure 23: With the BACOL estimation scheme controlling the mesh, all estimates are in good agreement except
in the layer region where they all underestimate the error. With the SCI scheme controlling the mesh, the
integration failed at the beginning.
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Figure 24: With either estimation scheme controlling the mesh, all estimates are in good agreement except in the
layer region where they all underestimate the error. The situation in the layer region is worse when the BACOL
estimates control the mesh.
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Figure 25: Results only for the layer region. In both cases, error estimates in the layer region are too small. The
situation is worse when the BACOL estimates control the mesh. When the SCI estimates control the mesh, the
SCI estimate is too large on the transition subinterval to the right of the layer region.
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Figure 26: In both cases, the error estimates are in good agreement except in the layer region where all estimates
are too small. The situation is worse when the SCI estimates control the mesh.
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Figure 27: Results only for the layer region. With either the BACOL or SCI schemes controlling the mesh, the
error estimates in the layer region are too small. The situation is worse when the SCI estimates control the
mesh.
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9.2.1 Results for ε = 10−4 and Tolerance = 10−6
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Figure 28: All estimates are in good agreement except in the layer region. The SCI estimate is a substantial
overestimate for one subinterval immediately to the right of the layer region. When the SCI estimates control
the mesh, the integration failed at the starting time.
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Figure 29: With the BACOL scheme controlling the mesh, the estimates are in good agreement, except for the
rightmost boundary subinterval where the SCI estimate is too big. When the SCI estimates control the mesh, all
estimates are in good agreement outside the layer region.
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Figure 30: Results only for the layer region. With the BACOL scheme controlling the mesh, the estimates are in
good agreement inside the layer region. When the SCI estimates control the mesh, all estimates underestimate
the error inside the layer region.
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Figure 31: With the BACOL scheme controlling the mesh, the estimates are in good agreement to the left of the
layer region but within the layer region and to the right of the layer region the estimates underestimate the error.
When the SCI estimates control the mesh, all estimates are in good agreement except the SCI estimate.
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Figure 32: Results only for the layer region. With the BACOL scheme controlling the mesh, all estimates
underestimate the error. When the SCI estimates control the mesh, all estimates are in good agreement.

51



9.2.2 Results for ε = 10−4 and Tolerance = 10−8
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Figure 33: The estimates are in generally good agreement except for the SCI estimates which substantially over-
estimate the error on some of the subintervals. Within the layer region, all estimates substantially underestimate
the error. When the SCI estimates control the mesh, the integration failed at the starting time.
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Figure 34: With the BACOL scheme controlling the mesh, the estimates are generally in good agreement except
for the SCI estimates which overestimate the error near the layer region. When the SCI estimates control the
mesh, all estimates are in good agreement except in the layer region where all estimates underestimate the error.
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Figure 35: Results only for the layer region. With either scheme controlling the mesh, all estimates underestimate
the error in the layer region.
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Figure 36: With the BACOL scheme controlling the mesh, the estimates are generally in good agreement except
in the layer region and to the right of the layer region where the estimates are too small. When the SCI estimates
control the mesh, all estimates are in good agreement except in the layer region where all estimates underestimate
the error.
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Figure 37: Results only for the layer region. With either scheme controlling the mesh, all estimates underestimate
the error in the layer region.
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9.2.3 Summary of Results for the 1st Burgers Equation with ε = 10−4

TOL\KCOL 3 6 9
NINT, Remeshes NINT, Remeshes NINT, Remeshes

10−4 BAC 15, 732 14, 451 14, 403
SCI NA 15, 468 14, 357

10−6 BAC 13, 1115 14, 701 14, 521
SCI NA 15, 874 15, 478

10−8 BAC 46, 1060 17, 1490 15, 732
SCI NA 19, 1277 15, 866

Table 6: The columns for KCOL = 6 and 9 show that the number of subintervals used in the meshes and the
number of remeshings are comparable, when mesh refinement is based on either the BACOL estimates or the
SCI estimates.
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9.3 2nd Burgers’ Equation

9.3.1 Problem

ut = −uux + εuxx, 0 < x < 1, t > 0

Initial Condition:

u(x, 0) =
0.1e−A0 + 0.5e−B0 + e−C0

e−A0 + e−B0 + e−C0
, 0 ≤ x ≤ 1

Boundary Conditions:

u(0, t) =
0.1e−AL + 0.5e−BL + e−CL

e−AL + e−BL + e−CL
, t ≥ 0

u(0, t) =
0.1e−AR + 0.5e−BR + e−CR

e−AR + e−BR + e−CR
, t ≥ 0

where,

A0 =
0.05

ε
(x − 0.5), B0 =

0.25
ε

(x − 0.5), C0 =
0.5
ε

(x − 0.375)

AL =
0.05

ε
(−0.5 + 4.95t), BL =

0.25
ε

(−0.5 + 0.75t), CL =
0.5
ε

(−0.375)

AR =
0.05

ε
(0.5 + 4.95t), BR =

0.25
ε

(0.5 + 0.75t), CR =
0.5
ε

(0.625)

Exact Solution:

u(x, t) =
0.1e−A + 0.5e−B + e−C

e−A + e−B + e−C
,

where,

A =
0.05

ε
(x − 0.5 + 4.95t), B =

0.25
ε

(x − 0.5 + 0.75t), C =
0.5
ε

(x − 0.375)

See [38] for a figure showing the exact solution.
The following six subsubsections provide results for ε = 10−3 and tolerances of 10−4, 10−6, and 10−8, and

ε = 10−4 and tolerances of 10−4, 10−6, and 10−8. Within each subsection, we provide results for k = KCOL =
3, 6, and 9. The title of each graph indicates: the problem (2nd Burgers), the value of ε (Eps = 10−3 or Eps =
10−4), which of the error estimation schemes controls the mesh refinement (Bac. Controlled or SCI Controlled),
the value of KCOL, the tolerance TOL, the final Time (close to 1.0), the number of subintervals in the final
mesh, NINT, and the total number of spatial remeshings that took place over the entire computation, Remeshes.
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9.3.2 Results for ε = 10−3 and Tolerance = 10−4
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Figure 38: These graphs are based on BACOL estimate control of the mesh. The SCI estimates on the boundary
subintervals are too large. All estimates underestimate the error in the layer region. When the SCI estimates
control the mesh, the time integration fails at the starting point.
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Figure 39: When the BACOL estimates control the mesh, the SCI estimates on the boundary subintervals are
too large. All estimates underestimate the error in the layer region. When the SCI estimates control the mesh,
the SCI estimates on the boundary subintervals are OK but all estimates underestimate the error in the layer
region.
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Figure 40: When either the BACOL estimates or the SCI estimates control the mesh, all estimates are OK
except in the layer region where all estimates underestimate the error.
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9.3.3 Results for ε = 10−3 and Tolerance = 10−6
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Figure 41: These graphs show results when BACOL estimates control the mesh. In the top graph we see that the
SCI estimate for the rightmost subinterval is far too large. In the bottom graph, the vertical axis is restricted
to show a smaller region [0,0.5]; we see that the SCI estimate for the leftmost subinterval is also too large.
Estimates of the error in the layer region may be reasonable. When the SCI estimates control the mesh, the time
integration fails at the starting point.
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Figure 42: When the BACOL estimates control the mesh, the SCI estimate for the leftmost subinterval is too
large and the estimates within the layer region are too small. When the SCI estimates control the mesh, there
is better estimation of the error throughout the interval, except for the third subinterval from the left where the
SCI estimate is too large.
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Figure 43: Results for the layer region. When the BACOL estimates control the mesh, the estimates within the
layer region are too small. When the SCI estimates control the mesh, there is better estimation of the error
within the layer region.
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Figure 44: When either the BACOL estimates or the SCI estimates control the mesh, all estimates are OK
except in the layer region where all estimates underestimate the error.
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Figure 45: Results for the layer region. When either the BACOL estimates or the SCI estimates control the
mesh, in the layer region all estimates underestimate the error.
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9.3.4 Results for ε = 10−3 and Tolerance = 10−8
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Figure 46: When the BACOL estimates control the mesh, there estimates are OK except for the SCI estimates
on the boundary subintervals. Within the layer region, there is good estimation of the error by all schemes.
When the SCI estimates control the mesh, the time integration fails at the starting point.

67



0.0 1.0
0

0.1

0.2

0.3

0.4

0.5

0.6

Spatial Domain

S
c
a

le
d

 E
rr

o
r 

E
s
t.

2nd Burgers, Eps = 10−3, Bac. Controlled, KCOL = 6, TOL = 10−8, TIme = 0.999786, NINT = 15, Remeshes = 120

SCI
Bacol
LOI
True

0.0 1.0
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

Spatial Domain

S
c
a

le
d

 E
rr

o
r 

E
s
t.

2nd Burgers, Eps = 10−3, SCI Controlled, KCOL = 6, TOL = 10−8, Time = 0.999885, NINT = 18, Remeshes = 111

SCI
Bacol
LOI
True

Figure 47: When the BACOL estimates control the mesh, all estimates are OK throughout the problem interval,
even in the layer region, except for the SCI estimates at the boundary subintervals. When the SCI estimates
control the mesh, we see good estimation of the error by all schemes throughout the spatial domain.
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Figure 48: Results within the layer region. When the BACOL estimates control the mesh, all estimates are OK
in the layer region except for the SCI estimates on the transition subintervals. When the SCI estimates control
the mesh, we see good estimation of the error by all schemes throughout the layer region.
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Figure 49: When either the BACOL estimates or the SCI estimates control the mesh, all estimates are OK
throughout the problem interval, except that when BACOL estimates control the mesh, we see underestimation
of the error by all schemes within the layer region.
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Figure 50: Results for the layer region. When the BACOL estimates control the mesh, we see underestimation
of the error by all schemes within the layer region. When the SCI estimates control the mesh, we see generally
good estimation of the error by all schemes.
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9.3.5 Summary of Results for ε = 10−3

TOL\KCOL 3 6 9
NINT, Remeshes NINT, Remeshes NINT, Remeshes

10−4 BAC 15, 63 13, 45 14, 32
SCI NA 15, 41 15, 36

10−6 BAC 20, 96 14, 75 14, 46
SCI NA 13, 86 15, 43

10−8 BAC 53, 91 15, 120 15, 72
SCI NA 18, 111 14, 83

Table 7: Comparing results for KCOL = 6, 9 we see generally comparable results for the number of subintervals
in the final mesh and the total number of remeshings when the BACOL estimates control the mesh or when the
SCI estimates control the mesh.
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9.3.6 Results for ε = 10−4 and Tolerance = 10−4
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Figure 51: When BACOL estimates control the mesh, the SCI estimates for the boundary subintervals are too
large and all the schemes underestimate the error in the layer region. When the SCI estimates control the error,
the estimates for all schemes are OK over the whole spatial domain. The SCI estimates slightly overestimate the
error on several subintervals adjacent to the layer region. Note that the KCOL = 3 case for SCI control works
in this case.
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Figure 52: Results for the layer region. When BACOL estimates control the mesh, all schemes underestimate
the error in the layer region. When the SCI estimates control the error, the are generally better, except for the
SCI estimates on subintervals adjacent to the layer region, however there is still underestimation of the error
within the layer region.
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Figure 53: When either the BACOL or SCI estimates control the mesh, there is good agreement among the
estimates and the true error except for the layer region where all the schemes underestimate the error.
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Figure 54: Results for the layer region. When either the BACOL or SCI estimates control the mesh, in the
layer region, all the schemes underestimate the error. The situation is somewhat worse when the SCI estimates
control the mesh.
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Figure 55: When either the BACOL or SCI estimates control the mesh, there is good agreement among the
estimates and the true error except for the layer region where all the schemes underestimate the error.
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Figure 56: Results for the layer region. When either the BACOL or SCI estimates control the mesh, in the layer
region, all the schemes underestimate the error.
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9.3.7 Results for ε = 10−4 and Tolerance = 10−6
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Figure 57: When the BACOL estimates control the mesh, the SCI estimates are too large on the boundary
and transition subintervals and the error in the layer region is underestimated by all schemes. When the SCI
estimates control the mesh, the time integration fails at the starting point.
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Figure 58: With either the BACOL or SCI estimates in control of the mesh, the error estimates away from the
layer region are reasonable; in the layer region all schemes underestimate the error.
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Figure 59: Results only for the layer region. With either the BACOL or SCI estimates in control of the mesh,
the error estimates for all schemes in the layer region underestimate the error. The situation is worse when the
BACOL estimates control the mesh.
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Figure 60: With either the BACOL or SCI estimates in control of the mesh, the error estimates away from the
layer region are reasonable; in the layer region all schemes underestimate the error to some extent. The situation
is worse when the SCI estimates control the mesh.
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Figure 61: Results only for the layer region. With either the BACOL or SCI estimates in control of the mesh,
the error estimates for all schemes underestimate the error to some extent. The situation is worse when the SCI
estimates control the mesh.
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9.3.8 Results for ε = 10−4 and Tolerance = 10−8
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Figure 62: When the BACOL estimates control the mesh, the SCI estimate is too large on the leftmost boundary
subinterval and the error in the layer region is underestimated by all schemes. When the SCI estimates control
the mesh, the time integration fails at the starting point.
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Figure 63: When the BACOL estimates control the mesh, the SCI estimate is too large on the leftmost boundary
subinterval. Even when the SCI estimates control the mesh, the two leftmost subintervals have SCI estimates
that are too large.
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Figure 64: Results for the layer region. When the BACOL estimates control the mesh, the error in the layer region
is underestimated by all schemes. When the SCI estimates control the mesh, there is much better estimation of
the error in the layer region.
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Figure 65: When the BACOL estimates control the mesh, all schemes estimate the error away form the layer
region reasonably well and the error in the layer region is underestimated by all schemes. When the SCI estimates
control the mesh, there is much better estimation of the error across the spatial domain.
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Figure 66: Results for the layer region. When the BACOL estimates control the mesh, the error in the layer region
is underestimated by all schemes. When the SCI estimates control the mesh, there is much better estimation of
the error.
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9.3.9 Summary of Results for ε = 10−4

TOL\KCOL 3 6 9
NINT, Remeshes NINT, Remeshes NINT, Remeshes

10−4 BAC 14, 634 14, 402 15, 300
SCI 15, 856 14, 458 15, 336

10−6 BAC 22, 882 15, 758 15, 562
SCI NA 15, 731 15, 618

10−8 BAC 45, 936 17, 1146 15, 836
SCI NA 18, 963 15, 867

Table 8: Both BACOL estimates controlling the mesh and SCI estimates controlling the mesh lead to comparable
performance in terms of the number of subintervals in the final mesh and in terms of the total number of
remeshings.
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9.4 Cahn-Allen Equation

9.4.1 Problem

ut = εuxx − u3 + u, 0 < x < 1, t > 0

using ε = 10−6.
Initial condition:

u(x, 0) = 0.01 cos(10πx), 0 ≤ x ≤ 1

Boundary conditions:
ux(0, t) = 0, ux(1, t) = 0, t ≥ 0.

See [38] for a graph of the solution.
The following three subsubsections provide results tolerances of 10−4, 10−6, and 10−8. Within each sub-

subsection, we provide results for k = KCOL = 3, 6, and 9. The title of each graph indicates: the problem
(Cahn-Allen Eqn.), which of the error estimation schemes controls the mesh refinement (Bac. Controlled or SCI
Controlled), the value of KCOL, the tolerance TOL, the final Time (close to 7.9), the number of subintervals in
the final mesh, NINT, and the total number of spatial remeshings that took place over the entire computation,
Remeshes.
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9.4.2 Results for Tolerance = 10−4
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Figure 67: When the BACOL estimates control the mesh, the SCI estimates are larger than the BACOL or LOI
estimates. When the SCI estimates control the mesh, all schemes are in good agreement.
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Figure 68: Results for one of the layer regions. When the BACOL estimates control the mesh, the SCI estimates
are larger than the other schemes which are in good agreement. When the SCI estimates control the mesh, all
schemes are in good agreement.
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Figure 69: When the BACOL estimates control the mesh, the SCI estimates are larger on the boundary subin-
tervals than the BACOL or LOI estimates; otherwise there is reasonable agreement. When the SCI estimates
control the mesh, the BACOL estimates are somewaht larger than the other estimates but there is fairly good
agreement overall.
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Figure 70: Reasonably good agreement among all schemes over the entire spatial domain.
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Figure 71: Results only for a portion of the spatial domain. Reasonably good agreement among all schemes.
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9.4.3 Results for Tolerance = 10−6
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Figure 72: Reasonably good agreement among all schemes over the entire spatial domain.
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Figure 73: Results for only one layer region. Good agreement among all schemes.
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Figure 74: Reasonably good agreement among all schemes over the entire spatial domain.
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Figure 75: Results for only two layer regions. Good agreement among all schemes.
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Figure 76: Reasonably good agreement among all schemes over the entire spatial domain.
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Figure 77: Results only for a portion of the spatial domain. Reasonably good agreement among all schemes.
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9.4.4 Results for Tolerance = 10−8
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Figure 78: Reasonably good agreement among all schemes over the entire spatial domain.
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Figure 79: Results for only one layer region. Good agreement among all schemes.
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Figure 80: Excellent agreement among all schemes over the entire spatial domain.
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Figure 81: Results for only two layer regions. Good agreement among all schemes.
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Figure 82: Excellent agreement among all schemes over the entire spatial domain.
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Figure 83: Results for only two layer regions. Excellent agreement among all schemes.
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9.4.5 Summary of Results

TOL\KCOL 3 6 9
NINT, Remeshes NINT, Remeshes NINT, Remeshes

10−4 BAC 108, 18 60, 708 49, 29
SCI 119, 19 67, 24 52, 26

10−6 BAC 246, 20 98, 493 62, 42
SCI 303, 21 107, 29 68, 40

10−8 BAC 655, 29 179, 37 96, 45
SCI 733, 25 189, 33 100, 47

Table 9: Generally comparable performance for BACOL estimates controlling the mesh vs. SCI estimates con-
trolling the mesh except for the KCOL = 6, TOL = 10−4, 10−6 cases; in these cases the number of remeshings
required by the BACOL estimate controlled computation is 20 to 30 times greater.
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9.5 Nonlinear Equation with Steady-State Solution

9.5.1 Problem

ut = (exp5u ux)x, 0 < x < 1, t > 0

Initial condition:

u(x, 0) = 2x, 0 ≤ x ≤ 1

Boundary conditions:

u(0, t) = 0, u(1, t) = 2, t ≥ 0

Steady-state solution:

u(x, t → ∞) =
1
5

log
[
1 + (exp10 −1)x

]

See [38] for a graph of the solution.
The following three subsubsections provide results tolerances of 10−4, 10−6, and 10−8. Within each subsub-

section, we provide results for k = KCOL = 3, 6, and 9. The title of each graph indicates: the problem (Steady
State), which of the error estimation schemes controls the mesh refinement (Bac. Controlled or SCI Controlled),
the value of KCOL, the tolerance TOL, the final Time (close to 0.5), the number of subintervals in the final
mesh, NINT, and the total number of spatial remeshings that took place over the entire computation, Remeshes.
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9.5.2 Results for Tolerance = 10−4
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Figure 84: Good agreement, with either estimate in control of the mesh, between the estimates and the true error
throughout the spatial domain.
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Figure 85: Results only for the extreme left end of the spatial domain. Good agreement, with either estimate in
control of the mesh, between the estimates and the true error.
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Figure 86: Good agreement, with either estimate in control of the mesh, between the estimates and the true error
throughout the spatial domain.
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Figure 87: Results only for the extreme left end of the spatial domain. When BACOL estimates control the
mesh, there is good agreement between the estimates and the true error. When the SCI estimates control the
mesh, the LOI estimates are too small on part of the layer region.
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Figure 88: When the BACOL or SCI estimates are in control of the mesh, there is generally good agreement
between all the schemes and the true error.

114



0.0 0.1
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

Spatial Domain

S
ca

le
d

 E
rr

o
r 

E
st

.

Steady State, Bac. Controlled, KCOL = 9, TOL = 10−4, Time = 0.498593, NINT = 12, Remeshes = 40

SCI

Bacol

LOI

True

0.0 0.1
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

Spatial Domain

S
ca

le
d

 E
rr

o
r 

E
st

.

Steady State, SCI Controlled, KCOL = 9, TOL = 10−4, Time = 0.495376, NINT = 8, Remeshes = 29

SCI

Bacol

LOI

True

Figure 89: Results only for the extreme left end of the spatial domain. When the BACOL estimates are in control
of the mesh, there is generally good agreement between all the schemes and the true error, except for the left part
of the spatial domain, where the LOI scheme underestimates the error. With the SCI estimates in control of the
mesh, there is good agreement between the estimates and the true error.
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9.5.3 Results for Tolerance = 10−6
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Figure 90: Good agreement, with either estimate in control of the mesh, between the estimates and the true error
throughout the spatial domain.
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Figure 91: Results only for the extreme left end of the spatial domain. Good agreement, with either estimate in
control of the mesh, between the estimates and the true error.
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Figure 92: Good agreement, with either estimate in control of the mesh, between the estimates and the true error
throughout the spatial domain.
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Figure 93: Results only for the extreme left end of the spatial domain. Good agreement, with either estimate in
control of the mesh, between the estimates and the true error.
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Figure 94: Good agreement, with either estimate in control of the mesh, between the estimates and the true error
throughout the spatial domain.
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Figure 95: Results only for the extreme left end of the spatial domain. Good agreement, with either estimate in
control of the mesh, between the estimates and the true error.
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9.5.4 Results for Tolerance = 10−8
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Figure 96: Good agreement, with either estimate in control of the mesh, between the estimates and the true error
throughout the spatial domain.
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Figure 97: Results only for the extreme left end of the spatial domain. Good agreement, with either estimate in
control of the mesh, between the estimates and the true error.
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Figure 98: Good agreement, with either estimate in control of the mesh, between the estimates and the true error.
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Figure 99: Results only for the extreme left end of the spatial domain. Good agreement, with either estimate in
control of the mesh, between the estimates and the true error.
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Figure 100: Good agreement, with either estimate in control of the mesh, between the estimates and the true
error.
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Figure 101: Results only for the extreme left end of the spatial domain. Good agreement, with either estimate in
control of the mesh, between the estimates and the true error.
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9.5.5 Summary of Results

TOL\KCOL 3 6 9
NINT, Remeshes NINT, Remeshes NINT, Remeshes

10−4 BAC 15, 90 10, 57 12, 40
SCI 15, 87 9, 49 8, 29

10−6 BAC 24, 164 15, 117 13, 78
SCI 29, 128 13, 110 10, 76

10−8 BAC 61, 180 17, 211 14, 140
SCI 62, 159 17, 188 14, 127

Table 10: Generably comparable performance when either the BACOL or SCI schemes control the mesh except for
the KCOL = 9, TOL = 10−4 case where the BACOL scheme uses more subintervals and has more remeshings.
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9.6 Reaction Convection Diffusion System

9.6.1 Problem

The catalytic surface reaction model, [42]:

(u1)t = −(u1)x + n(D1u3 − A1u1γ) + (u1)xx/Pe1,

(u2)t = −(u2)x + n(D2u4 − A2u2γ) + (u2)xx/Pe1,

(u3)t = A1u1γ − D1u3 − Ru3u4γ
2 + (u3)xx/Pe2,

(u4)t = A2u2γ − D2u4 − Ru3u4γ
2 + (u4)xx/Pe2, (19)

where γ = 1 − u3 − u4, 0 < x < 1, t > 0, and n, r, Pe1, P e2, D1, D2, R, A1, and A2 are problem dependent
parameters. The initial conditions are

u1(x, 0) = 2 − r, u2(x, 0) = r, u3(x, 0) = u4(x, 0) = 0,

and the boundary conditions are

(u1)x(0, t) = −Pe1(2 − r − u1(0, t)), (u2)x(0, t) = −Pe1(r − u2(0, t)),

(u3)x(0, t) = (u4)x(0, t) = 0,

(u1)x(1, t) = (u2)x(1, t) = (u3)x(1, t) = (u4)x(1, t) = 0.

To our knowledge, this problem does not have a closed form solution. With Pe1 = Pe2 = 100, D1 = 1.5, D2 =
1.2, R = 1000, and A1 = A2 = 30, a plot of the first solution component is shown in Figure 102. The following
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Figure 102: Catalytic Surface Reaction Model, u1(x, t)

three subsubsections provide results tolerances of 10−4, 10−6, and 10−8. Within each subsubsection, we provide
results for k = KCOL = 3, 6, and 9. The title of each graph indicates: the problem (RCD System), which of
the error estimation schemes controls the mesh refinement (Bac. Controlled or SCI Controlled), the value of
KCOL, the tolerance TOL, the final Time (close to 12.0), the number of subintervals in the final mesh, NINT,
and the total number of spatial remeshings that took place over the entire computation, Remeshes.
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9.6.2 Results for Tolerance = 10−4
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Figure 103: When the BACOL estimates control the mesh, there is generally good agreement among the three
schemes, except just to the right of the boundary layer at the left end of the spatial domain, where the SCI
and LOI estimates are smaller than the BACOL estimate. When the SCI estimates control the mesh, there is
generally good agreement anon the three schemes throughout the spatial domain.
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Figure 104: Generally good agreement among all schemes when either the BACOL or SCI estimates control the
mesh.
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Figure 105: Good agreement among all three schemes when the BACOL estimates control the mesh. Also
generally good agreement among the schemes when the SCI estimates control the mesh, except for the third
subinterval where the SCI and LOI schemes give estimates that are smaller than the estimate from the BACOL
scheme.
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9.6.3 Results for Tolerance = 10−6
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Figure 106: When the BACOL estimates control the mesh, the SCI and LOI estimates are smaller than the
BACOL estimates except for the first third of the spatial domain. When the SCI estimates control the mesh, the
SCI and LOI estimates are smaller than the BACOL estimates on the last third of the spatial domain.
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Figure 107: Generally good agreement among all schemes when either the BACOL or SCI estimates control the
mesh.
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Figure 108: Generally good agreement among all schemes when either the BACOL or SCI estimates control the
mesh.
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9.6.4 Results for Tolerance = 10−8
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Figure 109: When the BACOL estimates control the mesh, the SCI and LOI estimates are smaller than the
BACOL estimates over the last third of the spatial domain. When the SCI estimates control the mesh, all
schemes are in good agreement over the entire spatial domain.
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Figure 110: When the BACOL estimates control the mesh, estimates are in good agreement except for the second
subinterval where the SCI estimate is larger. When the SCI estimates control the mesh, there is reasonable
agreement among all three schemes over the entire spatial domain.
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Figure 111: Generally good agreement among all schemes when either the BACOL or SCI estimates control the
mesh.
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9.6.5 Summary of Results

TOL\KCOL 3 6 9
NINT, Remeshes NINT, Remeshes NINT, Remeshes

10−4 BAC 14, 53 9, 29 8, 21
SCI 11, 43 7, 24 5, 7

10−6 BAC 20, 43 9, 16 6, 13
SCI 18, 44 8, 21 6, 15

10−8 BAC 52, 69 13, 32 8, 24
SCI 53, 97 13, 40 8, 29

Table 11: Results are generally comparable between the two mesh control options, BACOL and SCI, with a few
exceptions: for KCOL = 3, TOL = 10−8 the SCI scheme uses more remeshings; for KCOL = 9, TOL = 10−4

the BACOL scheme uses more remeshings.
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