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Abstract

A non-local two-point boundary value problem is a system of ordinary differential equations in which
the equations or the boundary conditions contain terms or coefficients that depend on an integral of a
function that depends on one of the solution components. We discuss the reformulation of nonlocal two-
point boundary problems to enable their approximate solution using widely available software packages
that provide a continuous numerical approximation to a user-prescribed accuracy. Such a package is
used to solve a collection of problems from the literature and comparisons are made with results that
have been obtained using published methods. We show that, using the reformulation approach, these
problems can be solved simply and efficiently to almost machine accuracy.
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1 Introduction

The numerical analysis of two-point boundary value problems (TPBVPs) has been widely studied and, for
their solution, several excellent software packages have been developed and widely disseminated. Such a
package typically provides a continuous approximate solution to a user-specified accuracy. Many problems
in science and engineering are modeled by TPBVPs. However, a given TPBVP may not be in the form
required by a selected package. For example, the package may require the problem to be formulated as a
first-order system of ordinary differential equations (ODEs) while other packages may handle mixed-order
systems directly. Of course, rewriting a higher-order equation as a first-order system is straightforward. All
the packages can handle not only Dirichlet boundary conditions (BCs), but also Neumann and Robin BCs.
Most packages require separated BCs and therefore a TPBVP with periodic BCs would require reformulation,
resulting in an increase in the size of the problem. Also, a problem posed on a semi-infinite interval such as
that in [27], would also require special treatment as would a TPBVP involving an interface; see, for example,
[4]. There are other situations where reformulation is essential, and many of these are described in [7, 6];
see [22] for similar techniques for time-dependent problems.

This approach to solving TPBVPs is certainly not new. Reliable software packages for solving TPBVPs,
such as COLSYS [5], have been available for more than forty years. They have been used with much
success to solve challenging engineering problems; see, for example, [10, 20], [18], and [23, 29] for their
application in chemical engineering, mechanical engineering, and heat transfer studies, respectively. However,
the availability of these high quality TPBVP solvers appears to have gone unnoticed by many in the numerical
analysis community, resulting in the continued development of methods for specific BVPs which, in general,
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could be solved efficiently, effectively and in a straightforward manner using a well-developed and widely
available software package.

The focus of this report is on a several types of BVPs which are nonlocal (NBVPs), i.e., the governing
differential equations or boundary conditions contain terms or coefficients that depend on an integral of a
function of the solution. The most commonly considered NBVPs, which were introduced in [12, 13], are of
the form,

−α(q)u′′(x) = f(x) x ∈ (0, 1), u(0) = a, u(1) = b, (1.1)

and
−α(q)u′′(x) + γ[u(x)]2n+1 = 0, x ∈ (0, 1), u(0) = a, u(1) = b, (1.2)

where

q =

∫ 1

0

u(t)dt,

f(x) is a continuous function, α(q) is a continuous, positive function, n is a positive integer, and γ, a and b
are constants. It should be noted that the general form (1.2) is slightly different from what is given in [13].
The examples considered in [13] do not agree with the general form given in that paper. In this report, since
we consider examples from [13], we modify the general form so that it is consistent with the examples.

Theoretical properties of (1.1) and (1.2) are derived in [12], and, in both [12] and [13], a finite difference
method is introduced and shown to be second-order accurate. In [26], the authors extend the work of [12]
and provide the results of numerical experiments supporting their results. Moreover, this paper includes a
comprehensive collection of problems in which equations of this form arise in the modeling of a broad range
of physical phenomena.

In [39], a third type of NBVP is considered, namely,

−ϕ(q)u′′(x) = f(x), x ∈ (0, 1), u(0) = u(1) = 0, (1.3)

where

q = a

∫ 1

0

u(t)dt+ b

∫ 1

0

[u′(t)]2dt,

f(x) is a continuous function, ϕ(q) is a positive continuous function, and a and b are constants. The authors
investigate theoretical properties of this equation and consider a standard finite difference method for its
approximate solution. Numerical results are provided to support the theory.

In [37], the authors consider a fourth type of NBVPs which have the general form,

1

xk

(
xku′(x)

)′
=

ku′(x)

x
+ u′′(x) = f(k, x, u(x)), (1.4)

with boundary conditions,

u(0) = γ, u(1) =

(∫ 1

0

g(t)u(t)dt

)
+ β,

where f(k, x, u(x)) is a continuous function, g(t) is a continuous function, and k, γ and β are constants.
The authors prove the uniqueness of the solution, u(x), and present a method for its numerical solution.
Numerical results are provided to demonstrate the efficacy (in memory of Pat Keast) of the numerical
method.

In [36], the authors consider a fifth type of NBVPs comprising integro-differential TPBVPs of the form,

u′′(x) = g(x) +

∫ x

a

K1(x, t)f1(t, u(t))dt+

∫ b

a

K2(x, t)f2(t, u(t))dt, (1.5)

with boundary conditions,
u(a) = α, u(b) = β,

where a, b, α and β are constants, and g(x),K1(x, t),K2(x, t), f1(t, u(t)) and f2(t, u(t)) are functions. The
significance of this problem type is that the upper limit of the first integral is x rather than a constant as
is the case in the previous problem classes. The authors develop a sufficient condition that guarantees a
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unique solution of (1.5) and describe a numerical method based on the Adomian decomposition method and
the use of Green’s function for its solution. An analysis of the proposed numerical method is also provided
as are the results of several numerical experiments.

These problem classes as well as several other types of NBVPS have attracted the attention of many
researchers in recent years, resulting in a substantial number of papers on the development of various
numerical methods for their solution. Examples include, [24], a spectral collocation algorithm using clique
functions, a method based on a combination of the Adomian decomposition method and Green’s function [36],
a technique based on the homotopy analysis method with Green’s function [35], the variational method [26],
and a semianalytical iterative technique [38]. While there is some value in the theoretical results involving
the existence and uniqueness of approximate solutions, it is typically the case that the numerical method
developed provides only a discrete approximate solution at a set of points uniformly distributed across
the problem domain. In particular, no error estimate is computed, no adaptive error control algorithm is
considered, and no continuous approximate solution is provided. Furthermore, the numerical methods are
not implemented in a software package that could be used by an applications expert.

A brief outline of this report is as follows. In Section 2, we describe the process by which NBVPs can be
converted to a standard form that can be easily solved using any of a number of well-known widely available
TPBVP solvers. An important advantage of this approach is that these solvers are able to return an error-
controlled, continuous solution approximation. This means that the approximate solution is available to the
user at any point in the domain and that a high-quality estimate of the error in the continuous approximate
solution satisfies a user-prescribed tolerance. In Section 3, a selection of test problems from the literature
which involve various NBVPs is presented. In Section 4, a widely available software package for solving
TPBVPs is described and a recent update of this package is discussed. In Section 5, an extensive collection
of numerical examples demonstrate the efficacy of the reformulation approach. Concluding remarks are given
in Section 6.

2 Examples of the Reformulation of NBVPs

All of the well-known, widely available TPBVP solvers treat BVPs written as a first-order system of n ODEs
of the form

y′(x) = f (x,y(x)) , (2.1)

with separated boundary conditions,

bL (y(a)) = 0L, bR (y(b)) = 0R, (2.2)

where
x ∈ (a, b), y : ℜ → ℜn, f : ℜ× ℜn → ℜn,

and
bL : ℜn → ℜnL , bR : ℜn → ℜnR ,0L ∈ ℜnL , 0R ∈ ℜnR ,

and nL + nR = n.
We first demonstrate the reformulation process for one of the standard forms of NBVPs, namely (1.1).

First, we define

w(x) =

∫ x

0

u(t)dt,

which implies that w′(x) = u(x) and w(0) = 0. Then (1.1) can be rewritten as the system,

−α (w(1))u′′(x) = f(x), w′(x) = u(x), (2.3)

with boundary conditions,
u(0) = a, w(0) = 0, u(1) = b.

Next, we introduce v(x) such that v′(x) = 0 and v(1) = w(1). Then (2.3) can be written in the form,

u′′(x) = − f(x)

α (v(x))
, w′(x) = u(x), v′(x) = 0,
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with boundary conditions,

u(0) = a, w(0) = 0, u(1) = b, v(1) = w(1).

The final step is the conversion to a first-order system of the form, (2.1)-(2.2). To accomplish this, let

y1(x) = u(x), y2(x) = u′(x), y3(x) = w(x), y4(x) = v(x),

and note that y′1(x) = y2(x). Then the resulting reformulation of (1.1) is

y′1(x) = y2(x), y′2(x) = − f(x)

α (y4(x))
, y′3(x) = y1(x), y′4(x) = 0,

with boundary conditions,

y1(0) = a, y3(0) = 0, y1(1) = b, y4(1) = y3(1).

A similar approach can be used to reformulate problems of the form (1.2).
We next consider the reformulation of (1.3). The approach is similar to that just described except that,

to deal with the second integral term, we introduce two additional solution components, namely, y5(x) and
y6(x), such that

y5(x) =

∫ x

0

[u′(t)]2dt =

∫ x

0

[y2(t)]
2dt,

which implies that
y′5(x) = [y2(x)]

2, y5(0) = 0,

and
y′6(x) = 0, y6(1) = y5(1).

The resulting reformulation of (1.3) is

y′1(x) = y2(x), y′2(x) =
−f(x)

ϕ (ay4(x) + by6(x))
, y′3(x) = y1(x), y′4(x) = 0, y′5(x) = [y2(x)]

2, y′6(x) = 0,

with boundary conditions,

y1(0) = 0, y3(0) = 0, y5(0) = 0, y1(1) = 0, y4(1) = y3(1), y6(1) = y5(1).

We next consider the reformulation of problems of the form (1.4). As before, we introduce y1(x) = u(x)
and y2(x) = u′(x). To deal with the integral in the right boundary condition, we introduce

y3(x) =

∫ x

0

g(t)u(t)dt =

∫ x

0

g(t)y1(t)dt,

which implies that
y′3(x) = g(x)y1(x), y3(0) = 0.

The resulting reformulation of (1.4) is

y′1(x) = y2(x), y′2(x) =
−ky2(x)

x
+ f(k, x, y1(x)), y′3(x) = g(x)y1(x),

with boundary conditions,
y1(0) = γ, y3(0) = 0, y1(1) = y3(1) + β.

We conclude this section with a description of the reformulation of the problem class (1.5). We begin by
introducing y1(x) = u(x) and y2(x) = u′(x). We next define

y3(x) =

∫ x

a

K1(x, t)f1(t, u(t))dt =

∫ x

a

K1(x, t)f1(t, y1(t))dt,
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which implies that
y′3(x) = K1(x, x)f1(x, y1(x)), y3(a) = 0.

We also define

y4(x) =

∫ x

a

K2(x, t)f2(t, u(t))dt =

∫ x

a

K2(x, t)f2(t, y1(t))dt,

which implies that
y′4(x) = K2(x, x)f2(x, y1(x)), y4(a) = 0.

Finally, we define
y′5(x) = 0, y5(b) = y4(b).

The resulting reformulation of (1.5) is

y′1(x) = y2(x), y′2(x) = g(x) + y3(x) + y5(x), y′3(x) = K1(x, x)f1(x, y1(x)),

y′4(x) = K2(x, x)f2(x, y1(x)), y′5(x) = 0,

with boundary conditions,

y1(a) = α, y3(a) = a, y4(a) = 0, y1(b) = β, y5(b) = y4(b).

3 Test Problems

In this section, we consider a collection of NBVPs from the literature and, for each, we provide the reformu-
lated version of the problem in the form (2.1)–(2.2). The first five problems are Problems 1–5 in the battery
of problems in [26] and have the general form of (1.1) (problems i)-iii) or (1.2) (problems iv)-v)).

i) [26, Problem 1] With

α(q) = q
1
3 , f(x) = −

(
6
3
√
4

)
x, a = 0, b = 1,

the exact solution is
u(x) = x3.

The reformulated problem is then

y′1(x) = y2(x), y′2(x) =

(
6
3√4

)
x

[y4(x)]
1
3

, y′3(x) = y1(x), y′4(x) = 0,

with boundary conditions,

y1(0) = 0, y3(0) = 0, y1(1) = 1, y4(1) = y3(1).

ii) [26, Problem 2] Let

α(q) = q2, f(x) =
3

4
cos

(
2π

3
x

)
, a = 1, b = −1

2
.

The exact solution is

u(x) = cos

(
2π

3
x

)
,

and the reformulated problem is

y′1(x) = y2(x), y′2(x) =
− 3

4 cos
(
2π
3 x
)

[y4(x)]
2 , y′3(x) = y1(x), y′4(x) = 0,
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with boundary conditions,

y1(0) = 0, y3(0) = 0, y1(1) = −1

2
, y4(1) = y3(1).

iii) [26, Problem 3] With

α(q) = (1 + q)2, f(x) =
49

18
, a = 0, b = 0,

the exact solution is
u(x) = x(1− x),

and the reformulated problem is

y′1(x) = y2(x), y′2(x) = −
49
18

(1 + y4(x))
2 , y′3(x) = y1(x), y′4(x) = 0,

with boundary conditions,

y1(0) = 0, y3(0) = 0, y1(1) = 0, y4(1) = y3(1).

Problems 4 and 5 are of the general form (1.2)

iv) [26, Problem 4] With

α(q) =
1

q
, γ =

(
3

4(2
√
2− 2)

)
, n = 2, a = 1, b =

√
2

2
,

the exact solution is

u(x) =
1√
1 + x

,

and the reformulated problem is

y′1(x) = y2(x), y′2(x) =

(
3

4(2
√
2− 2)

)
y4(x)[y1(x)]

5, y′3(x) = y1(x), y′4(x) = 0,

with boundary conditions,

y1(0) = 1, y3(0) = 0, y1(1) =

√
2

2
, y4(1) = y3(1).

v) [26, Problem 5] With

α(q) = q, γ =

(
3(2

√
2− 2)

4

)
, n = 2, a = 1, b =

√
2

2
,

the exact solution is

u(x) =
1√
1 + x

,

and the reformulated problem is

y′1(x) = y2(x), y′2(x) =

(
3(2

√
2− 2)

4

)
[y1(x)]

5

y4(x)
, y′3(x) = y1(x), y′4(x) = 0,
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with boundary conditions,

y1(0) = 1, y3(0) = 0, y1(1) =

√
2

2
, y4(1) = y3(1).

The next six problems are from [39] and each has the general form (1.3).

vi) [39, Problem 1] With

ϕ(q) = q2 + 1, a =
1

2
, b =

1

10
, f(x) = K(2ex − 1 + 4x− x2)e−x,

where

K =
46441

14400
− 537

50
e−1 +

29851

2400
e−2 +

63

50
e−3 +

49

1600
e−4,

the exact solution is
u(x) = (1− x2)(1− e−x),

and the reformulated problem is

y′1(x) = y2(x), y′2(x) = −K(2ex − 1 + 4x− x2)e−x[
1
2y4(x) +

1
10y6(x)

]2
+ 1

,

y′3(x) = y1(x), y′4(x) = 0, y′5(x) = [y2(x)]
2, y′6(x) = 0,

with boundary conditions,

y1(0) = 0, y3(0) = 0, y5(0) = 0, y1(1) = 0, y4(1) = y3(1), y6(1) = y5(1).

vii) [39, Problem 2] With

ϕ(q) = q2 + 1, a = 1, b = 1, f(x) = K(2ex − 1 + 4x− x2)e−x,

where

K =
1105

16
− 330e−1 +

2969

8
e−2 + 70e−3 +

49

16
e−4,

the exact solution is
u(x) = (1− x2)(1− e−x),

and the reformulated problem is

y′1(x) = y2(x),

y′2(x) = −K(2ex − 1 + 4x− x2)e−x

[y4(x) + y6(x)]
2
+ 1

,

y′3(x) = y1(x), y′4(x) = 0, y′5(x) = [y2(x)]
2, y′6(x) = 0,

with boundary conditions,

y1(0) = 0, y3(0) = 0, y5(0) = 0, y1(1) = 0, y4(1) = y3(1), y6(1) = y5(1).

viii) [39, Problem 3] With

ϕ(q) = q
1
3 + 1, a = 1, b = 1, f(x) = K(4− 5x+ x2)e−x,

where

K =

(
−3

4
+ 3e−1 − 3

4
e−2

) 1
3

+ 1,
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the exact solution is
u(x) = x(1− x)e−x,

and the reformulated problem is

y′1(x) = y2(x), y′2(x) = − K(4− 5x+ x2)e−x

[y4(x) + y6(x)]
1
3 + 1

,

y′3(x) = y1(x), y′4(x) = 0, y′5(x) = [y2(x)]
2, y′6(x) = 0,

with boundary conditions,

y1(0) = 0, y3(0) = 0, y5(0) = 0, y1(1) = 0, y4(1) = y3(1), y6(1) = y5(1).

ix)[39, Problem 4] With

ϕ(q) =
1

1 + q
+ 3, a = 1, b = 1, f(x) = K(4− 5x+ x2)e−x,

where

K =
1

1
4 + 3e−1 − 3

4e
−2

+ 3,

the exact solution is
u(x) = x(1− x)e−x,

and the reformulated problem is

y′1(x) = y2(x), y′2(x) = −K(4− 5x+ x2)e−x

1
1+y4(x)+y6(x)

+ 3
,

y′3(x) = y1(x), y′4(x) = 0, y′5(x) = [y2(x)]
2, y′6(x) = 0,

with boundary conditions,

y1(0) = 0, y3(0) = 0, y5(0) = 0, y1(1) = 0, y4(1) = y3(1), y6(1) = y5(1).

The following problems are from [39] and have the general form (1.3).

x) [39, Problem 5] With

ϕ(q) = qe−q + 2, a = 1, b = 1, f(x) = K(4− 5x+ x2)e−x,

where

K =

(
−3

4
+ 3e−1 − 3

4
e−2

)
e−(−

3
4+3e−1− 3

4 e
−2) + 2,

the exact solution is
u(x) = x(1− x)e−x,

and the reformulated problem is

y′1(x) = y2(x), y′2(x) = − K(4− 5x+ x2)e−x

(y4(x) + y6(x)) e−(y4(x)+y6(x)) + 2
,

y′3(x) = y1(x), y′4(x) = 0, y′5(x) = [y2(x)]
2, y′6(x) = 0,

with boundary conditions,

y1(0) = 0, y3(0) = 0, y5(0) = 0, y1(1) = 0, y4(1) = y3(1), y6(1) = y5(1).
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xi) [39, Problem 6] With

ϕ(q) = qe−q + 1, a = 10, b = 10, f(x) = e[sin(x)]
2

,

the reformulated problem is

y′1(x) = y2(x), y′2(x) = − e(sin(x)]
2

[10y4(x) + 10y6(x)] e−(10y4(x)+10y6(x)) + 1
,

y′3(x) = y1(x), y′4(x) = 0, y′5(x) = [y2(x)]
2, y′6(x) = 0,

with boundary conditions,

y1(0) = 0, y3(0) = 0, y5(0) = 0, y1(1) = 0, y4(1) = y3(1), y6(1) = y5(1).

This example has no known exact solution. The next five problems are from [37], and have the general form
(1.4).

xii) [37, Problem 1] With

f(k, x, u(x)) = 12x6u(x)5 − 2(3 + k)x2u(x)3, g(t) =
t

2
, γ =

1

2
, β =

1√
5
− 1

4
arcsinh

(
1

2

)
.

The exact solution is

u(x) =
1√

4 + x2
.

We choose the parameter k = 1
2 for our testing. The reformulated problem is

y′1(x) = y2(x), y′2(x) =
−ky2(x)

x
+ 12x6y1(x)

5 − 2(3 + k)x2y1(x)
3, y′3(x) =

x

2
y1(x),

with boundary conditions,

y1(0) =
1

2
, y3(0) = 0, y1(1) = y3(1) +

1√
5
− 1

4
arcsinh

(
1

2

)
.

xiii) [37, Problem 2] With

f(k, x, u(x)) = 16x6e2u(x) − 4(3 + k)x2eu(x), g(t) =
1

2
, γ = ln

(
1

4

)
, β = −2 + arctan (2) .

The exact solution is

u(x) = ln

(
1

4 + x4

)
.

We choose the parameter k = 1
2 for our testing. The reformulated problem is

y′1(x) = y2(x), y′2(x) =
−ky2(x)

x
+ 16x6e2y1(x) − 4(3 + k)x2ey1(x), y′3(x) =

1

2
y1(x),

with boundary conditions,

y1(0) = ln

(
1

4

)
, y3(0) = 0, y1(1) = y3(1)− 2 + arctan (2) .

xiv) [37, Problem 4] With

f(k, x, u(x)) = −[u(x)]5, g(t) =
1

100
, k = 2, β = −

√
3

100

(
−50 + arcsinh

(
1√
3

))
,
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with the boundary condition, u(0) = γ, replaced by u′(0) = 0. The exact solution is

u(x) =

√
3

3 + x2
,

and the reformulated problem is

y′1(x) = y2(x), y′2(x) =
−2y2(x)

x
− [y1(x)]

5, y′3(x) =
1

100
y1(x),

with boundary conditions,

y′1(0) = 0, y3(0) = 0, y1(1) = y3(1)−
√
3

100

(
−50 + arcsinh

(
1√
3

))
.

xv) [37, Problem 2] With

f(k, x, u(x)) = −eu(x), g(t) =
1

10
, k = 1, β =

1

20

(
−8 + (1 +

√
2)π
)
.

and again we take u′(0) = 0. The exact solution is

u(x) = 2 ln

(
4− 2

√
2

(3− 2
√
2)x2 + 1

)
,

and the reformulated problem is

y′1(x) = y2(x), y′2(x) =
−y2(x)

x
− [y1(x)]

5, y′3(x) =
1

10
y1(x),

with boundary conditions,

y′1(0) = 0, y3(0) = 0, y1(1) = y3(1) +
1

20

(
−8 + (1 +

√
2)π
)
.

xvi) [37, Problem 7] Here,

f(k, x, u(x)) = xe2u(x) − keu(x), g(t) =
1

4
, γ = ln

(
1

2

)
β = ln

(
1

3

)
+

1

4

(
−1 + ln

(
27

4

))
,

For this problem, the left-hand side of the ODE differs slightly from the general form (1.4); it is

1

xk−1

(
xku′(x)

)′
.

We choose the parameter k = 1
2 in our numerical experiments. The exact solution is then

u(x) = ln

(
1

2 + x

)
and the reformulated problem is

y′1(x) = y2(x), y′2(x) =
−ky2(x) + xe2y1(x) − key1(x)

x
, y′3(x) =

1

4
y1(x),

with boundary conditions,

y1(0) = ln

(
1

2

)
, y3(0) = 0, y1(1) = y3(1) + ln

(
1

3

)
+

1

4

(
−1 + ln

(
27

4

))
.
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The next three problems are from [36] and have the general form (1.5).

xvii)[36, Problem 1] With

g(x) = 1, K1(x, t) = e−t, f1(t, u(t)) = u2(t), K2(x, t) = 0, f2(t, u(t)) = 0,

and a = 0, b = 1, α = 1, β = e, the exact solution is

u(x) = ex.

and the reformulated problem is

y′1(x) = y2(x), y′2(x) = 1 + y3(x), y′3(x) = e−xy21(x),

with boundary conditions,
y1(0) = 1, y3(0) = 0, y1(1) = e.

xviii) [36, Problem 2] With

g(x) = −2x2 − x3

6
− 1

(4 + x)2
, K1(x, t) = x− t, f1(t, u(t)) = eu(t), K2(x, t) = 0, f2(t, u(t)) = 0,

and a = 0, b = 1, α = ln(4), β = ln(5), the exact solution is

u(x) = ln(4 + x).

Since K1(x, x) = 0, we depart slightly from the standard formulation and define

y3(x) =

∫ x

0

eu(t)dt, y4(x) =

∫ x

0

teu(t)dt,

with y3(0) = 0 and y4(0) = 0. Then

y′3(x) = eu(x), y′4(x) = xeu(x).

The reformulated problem is

y′1(x) = y2(x), y′2(x) =

(
−2x2 − x3

6
− 1

(4 + x)2

)
+ xy3(x)− y4(x), y′3(x) = ey1(x), y′4(x) = xey1(x),

with boundary conditions,

y1(0) = ln(4), y3(0) = 0, y4(0) = 0, y1(1) = ln(5).

xix)[36, Problem 3] With

g(x) =
−3x

2
− 1

(1 + x)2
+

5

6
, K1(x, t) = 0, f1(t, u(t)) = 0, K2(x, t) = x− t, f2(t, u(t)) = eu(t),

and a = 0, b = 1, α = 0, β = ln(2), the exact solution is

u(x) = ln(1 + x).

Since K2(x, x) = 0, we again depart slightly from the standard formulation and define

y3(x) =

∫ x

0

eu(t)dt, y4(x) =

∫ x

0

teu(t)dt,
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with y3(0) = 0 and y4(0) = 0. Then

y′3(x) = eu(x), y′4(x) = xeu(t).

We also define y′5(x) = 0 and y′6(x) = 0, with y5(1) = y3(1) and y6(1) = y4(1). The reformulated problem is
then

y′1(x) = y2(x), y′2(x) =

(
−3x

2
− 1

(1 + x)2
+

5

6

)
+ xy5(x)− y6(x), y′3(x) = ey1(x),

y′4(x) = xey1(x), y′5(x) = 0, y′6(x) = 0,

with boundary conditions,

y1(0) = 0, y3(0) = 0, y4(0) = 0, y1(1) = ln(2), y5(1) = y3(1), y6(1) = y4(1).

4 Description of the Software

Once a problem has been reformulated, it has a form that allows it to be solved by any one of a number of
well-known BVP solvers. Examples of such solvers include those provided at the Test Set for BVP Solvers
website [1]: TPBVPC [16, 14], TPBVPLC [15, 16], ACDCC [17], COLYSYS [5], COLNEW [9], COLMOD
[17, 40], and BVP SOLVER-2 [11]. In this study, we use a new version of the COLNEW package, known as
COLNEWSC [2, 3]. Here, we begin with a description of the COLNEW package followed by a description
of the COLNEWSC package.

4.1 COLNEW

COLNEW was developed from the earlier package, COLSYS [5]. Both packages assume the existence of a
mesh of points that partition the problem domain and then represent the approximate solution in terms of a
known C0-continuous piecewise polynomial basis of a specified degree p defined on the mesh. The unknown
coefficients are determined from the solution of a nonlinear system consisting of boundary conditions and
collocation conditions. The boundary conditions are obtained by requiring that the approximate solution
satisfy the given BVODE boundary conditions (2.2). The collocation conditions are obtained by requiring
that the approximate solution satisfy the ODEs (2.1) at p− 1 points on each subinterval of the mesh. These
collocation points are chosen to be the images of the set of p−1 Gauss points mapped onto each subinterval.
The resulting nonlinear system is solved using a Newton-type algorithm; see [7] for details. This gives a
C0-continuous approximate solution across the problem domain.

Based on this approximate solution, an error estimation algorithm is employed to obtain a rough estimate
of the error of the continuous collocation solution on each mesh subinterval. If the subinterval error estimates
are sufficiently different in magnitude, a new mesh is constructed that approximately equidistributes these
error estimates over the subintervals of the new mesh. Otherwise, a new mesh is obtained by “doubling”
the current mesh; this means that each subinterval of the current mesh is split in half. In most cases,
COLSYS/COLNEW obtain the new mesh by doubling the current mesh. If the current mesh is a doubling
of the previous mesh, then the codes compute a more reliable error estimate, based on the approximate
solution from the previous mesh and the approximate solution from the current mesh, using a Richardson
extrapolation algorithm. If this error estimate satisfies the user tolerance, then the computation terminates.
Otherwise, the computation continues, using the new mesh. See [7] for details.

For a first-order BVODE system (2.1), it can be shown that the error of the collocation solution at an
arbitrary point in the problem domain has an error that is O(hp+1), where h is the maximum subinterval
size. Since the solvers employ collocation at Gauss points, it can also be shown that, at the mesh points, the
error of the collocation solution is O(h2(p−1)). Thus, for larger p values, the accuracy of the solution at the
mesh points is substantially higher than at an arbitrary point; the mesh point solution values are said to be
superconvergent. It can also be shown that the first derivative of the collocation solution is superconvergent
at the mesh points.

COLSYS represents the piecewise polynomial basis using a B-spline basis [19], whereas COLNEW employs
a monomial basis. Due to the differences in the basis representation, each solver employs different linear
algebra software to solve the Newton systems that arise. See [7] for details.
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4.2 COLNEWSC

COLNEWSC is a modification of COLNEW that exploits the existence of the superconvergent mesh-point
collocation solution and derivative values in order to obtain a C1-continuous superconvergent approxima-
tion throughout the problem domain. Initially, the COLNEWSC algorithm performs the same steps as
COLNEW: a collocation solution is computed on the current mesh as described previously. However, once
this approximate solution is obtained, the error estimates and the associated mesh refinement algorithm are
based on estimates of the error of the collocation solution only at the mesh points. Because the error of the
collocation solution at the mesh points is substantially smaller than the error of the continuous collocation
solution across the problem domain, COLNEWSC is able to terminate on a much coarser mesh than is
COLNEW. Moreover, since the cost computational cost is proportional to the number of mesh subintervals,
COLNEWSC can be substantially more efficient than COLNEW.

Once the computation that depends on the mesh-point error estimates has terminated, COLNEWSC
constructs a superconvergent solution approximation based on the collocation solution and the use of contin-
uous mono-implicit Rung-Kutta methods [30]. The error of this superconvergent interpolant is O(h2(p−1)),
the same as the order of accuracy of the collocation solution at the mesh points. The algorithm that
COLNEWSC uses to construct the superconvergent interpolant is described in [21].

Once the superconvergent interpolant has been constructed, a Richardson extrapolation-type algorithm is
employed to obtain an estimate of the error of the superconvergent interpolant across the problem domain. If
this error estimate satisfies the tolerance, then the computation terminates. In most cases, this error estimate
does in fact satisfy the tolerance. However, occasionally, it does not, and, in such cases, the computation
continues, using a new mesh obtained by doubling the current mesh. The computation terminates when the
error estimate for the superconvergent interpolant satisfies the user tolerance.

In [2], COLNEWSC is shown to generally be substantially more efficient than either COLSYS, COLNEW,
or BVP SOLVER-2.

5 Numerical Experiments

In this section, we provide numerical results based on the application of COLNEWSC to the reformulated
test problems introduced in Section 3. In the papers where these problems appear, numerical results are
generally provided in the form of a table giving, for a uniform set of 10 points distributed across the problem
domain, the exact solution value, the approximate solution value, and the absolute error. Consequently, we
present our numerical results in a similar manner.

We use COLNEWSC with the number of collocation points per subinterval equal to 4, a uniform initial
mesh of 5 subintervals, and a tolerance of 10−6. For each test problem, we provide the initial approximation
to the solution.

For each problem, COLNEWSC easily obtains a continuous numerical solution with an error estimate
satisfying the desired tolerance. The solver first computes an approximate solution on the initial mesh of
5 subintervals. In order to obtain an estimate of the error, the solver then computes a second approximate
solution on a uniform mesh of 10 subintervals. For every test problem, this error estimate satisfies the
tolerance.

A typical execution time is approximately 0.01 seconds on an Intel(R) Xeon(R) CPU E7-8860 v3,
2.20GHz, 8 core, x86 64 processor with 48G of RAM running Ubuntu 22.04 LTS. The Fortran compiler
is version 11.4.0 of gfortran.

In Table 1, we provide the initial solution approximations for each test problem from Section 3.

5.1 Numerical Results

Numerical results for each test problem from Section 2 are provided in Tables 3-20.
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y1(x) y2(x) y3(x) y4(x) y5(x) y6(x)

i) [26, Problem 1] x 1 x2

2
1
2 - -

ii) [26, Problem 2] 1− x -1 x− x2

2
1
2 - -

iii) [26, Problem 3] 1 0 x 1 - -

iv) [26, Problem 4] 1 + x 1 x+ x2

2
3
2 - -

v) [26, Problem 5] 1 + x 1 x+ x2

2
3
2 - -

vi) [39, Problem 1] 1 + x 1 x+ x2

2
3
2 x+ x2

2
3
2

vii)[39, Problem 2] 1 + x 1 x+ x2

2
3
2 x+ x2

2
3
2

viii) [39, Problem 3] x(1− x) 1-2x −x3

3 + x2

2
1
6 (2x− 1)2 1

ix) [39, Problem 4] x(1− x) 1-2x −x3

3 + x2

2
1
6 (2x− 1)2 1

x)[39, Problem 5] x(1− x) 1-2x −x3

3 + x2

2
1
6 (2x− 1)2 1

xi) [39, Problem 6] x(1− x) 1-2x −x3

3 + x2

2
1
6 (2x− 1)2 1

xii) [37, Problem 1] 1
2 − x

20 − 1
20

x
2 − x2

40 - - -
xiii) [37, Problem 2] −1.4− 0.2x -0.2 −1.4− 0.2x - - -

xiv) [37, Problem 4] 1− x -1 x− x2

2 - - -
xv) [37, Problem 5] 0.32− 0.3x2 -0.6 0.32x− 0.1x3 - - -
xvi) [37, Problem 7] −0.7− 0.4x -0.4 −0.7x− 0.2x2 - - -

xvii) [36, Problem 1] 1 + x 1 x2

2 + x - - -

xviii) [36, Problem 2] 1 + x 1 x2

2 + x x3

2 + x2 - -

xix) [36, Problem 3] x 1 x2

2
x3

2
1
2

1
2

Table 1: Initial solution approximations for test problems from Section 2.

x Exact Solution COLNEWSC Absolute Error
0.0 0.000E+00 0.000E+00 0.000E+00
0.1 1.000E-03 1.000E-03 2.162E-16
0.2 8.000E-03 8.000E-03 4.198E-16
0.3 2.700E-02 2.700E-02 3.319E-14
0.4 6.400E-02 6.400E-02 7.633E-16
0.5 1.250E-01 1.250E-01 7.910E-16
0.6 2.160E-01 2.160E-01 7.652E-14
0.7 3.430E-01 3.430E-01 1.062E-13
0.8 5.120E-01 5.120E-01 6.661E-16
0.9 7.290E-01 7.290E-01 4.441E-16
1.0 1.000E+00 1.000E+00 1.941E-13

Table 2: [26, Problem 1]. For x = 0.0, 0.1, . . . , 1.0, Exact Solution, COLNEWSC Solution and Absolute
Error .
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x Exact Solution COLNEWSC Absolute Error
0.0 1.0000000000E+00 1.0000000000E+00 0.000E+00
0.1 9.7814760073E-01 9.7814760073E-01 9.215E-15
0.2 9.1354545764E-01 9.1354545764E-01 1.554E-14
0.3 8.0901699437E-01 8.0901699438E-01 1.991E-13
0.4 6.6913060636E-01 6.6913060636E-01 1.932E-14
0.5 5.0000000000E-01 5.0000000000E-01 1.776E-14
0.6 3.0901699437E-01 3.0901699438E-01 1.715E-13
0.7 1.0452846327E-01 1.0452846327E-01 1.784E-13
0.8 -1.0452846327E-01 -1.0452846327E-01 6.523E-15
0.9 -3.0901699437E-01 -3.0901699437E-01 2.720E-15
1.0 -5.0000000000E-01 -5.0000000000E-01 1.292E-13

Table 3: [26, Problem 2]. For x = 0.0, 0.1, . . . , 1.0, Exact Solution, COLNEWSC Solution and Absolute
Error .

x Exact Solution COLNEWSC Absolute Error
0.0 0.000E+00 0.000E+00 0.000E+00
0.1 9.000E-02 9.000E-02 1.388E-16
0.2 1.600E-01 1.600E-01 1.943E-16
0.3 2.100E-01 2.100E-01 8.765E-14
0.4 2.400E-01 2.400E-01 3.331E-16
0.5 2.500E-01 2.500E-01 3.886E-16
0.6 2.400E-01 2.400E-01 9.298E-15
0.7 2.100E-01 2.100E-01 2.559E-14
0.8 1.600E-01 1.600E-01 2.220E-16
0.9 9.000E-02 9.000E-02 1.388E-16
1.0 0.000E+00 6.455E-14 6.455E-14

Table 4: [26, Problem 3]. For x = 0.0, 0.1, . . . , 1.0, Exact Solution, COLNEWSC Solution and Absolute
Error .

x Exact Solution COLNEWSC Absolute Error
0.0 1.0000000000E+00 1.0000000000E+00 0.000E+00
0.1 9.5346258925E-01 9.5346258925E-01 9.770E-14
0.2 9.1287092918E-01 9.1287092918E-01 1.215E-13
0.3 8.7705801931E-01 8.7705801931E-01 5.529E-14
0.4 8.4515425473E-01 8.4515425473E-01 1.042E-13
0.5 8.1649658093E-01 8.1649658093E-01 8.726E-14
0.6 7.9056941504E-01 7.9056941504E-01 4.807E-14
0.7 7.6696498885E-01 7.6696498885E-01 3.220E-14
0.8 7.4535599250E-01 7.4535599250E-01 3.408E-14
0.9 7.2547625011E-01 7.2547625011E-01 1.688E-14
1.0 7.0710678119E-01 7.0710678119E-01 1.266E-14

Table 5: [26, Problem 4]. For x = 0.0, 0.1, . . . , 1.0, Exact Solution, COLNEWSC Solution and Absolute
Error.
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x Exact Solution COLNEWSC Absolute Error
0.0 1.0000000000E+00 1.0000000000E+00 0.000E+00
0.1 9.5346258925E-01 9.5346258925E-01 1.045E-13
0.2 9.1287092918E-01 9.1287092918E-01 1.327E-13
0.3 8.7705801931E-01 8.7705801931E-01 6.894E-14
0.4 8.4515425473E-01 8.4515425473E-01 1.191E-13
0.5 8.1649658093E-01 8.1649658093E-01 1.018E-13
0.6 7.9056941504E-01 7.9056941504E-01 6.140E-14
0.7 7.6696498885E-01 7.6696498885E-01 4.341E-14
0.8 7.4535599250E-01 7.4535599250E-01 4.208E-14
0.9 7.2547625011E-01 7.2547625011E-01 2.132E-14
1.0 7.0710678119E-01 7.0710678119E-01 1.255E-14

Table 6: [26, Problem 5].For x = 0.0, 0.1, . . . , 1.0, Exact Solution, COLNEWSC Solution and Absolute
Error.

x Exact Solution COLNEWSC Absolute Error
0.0 0.0000000000E+00 0.0000000000E+00 0.000E+00
0.1 9.4210956144E-02 9.4210956144E-02 4.163E-17
0.2 1.7401847705E-01 1.7401847705E-01 1.110E-16
0.3 2.3585541918E-01 2.3585541918E-01 1.082E-13
0.4 2.7693116133E-01 2.7693116133E-01 2.776E-16
0.5 2.9510200522E-01 2.9510200522E-01 2.776E-16
0.6 2.8876055290E-01 2.8876055290E-01 6.439E-15
0.7 2.5674149507E-01 2.5674149507E-01 2.753E-14
0.8 1.9824157292E-01 1.9824157292E-01 2.498E-16
0.9 1.1275176465E-01 1.1275176465E-01 1.388E-16
1.0 0.0000000000E+00 8.1171180888E-14 8.117E-14

Table 7: [39, Problem 1]. For x = 0.0, 0.1, . . . , 1.0, Exact Solution, COLNEWSC Solution and Absolute
Error.

x Exact Solution COLNEWSC Absolute Error
0.0 0.0000000000E+00 0.0000000000E+00 0.000E+00
0.1 9.4210956144E-02 9.4210956144E-02 1.166E-15
0.2 1.7401847705E-01 1.7401847705E-01 2.054E-15
0.3 2.3585541918E-01 2.3585541918E-01 1.112E-13
0.4 2.7693116133E-01 2.7693116133E-01 3.164E-15
0.5 2.9510200522E-01 2.9510200522E-01 3.386E-15
0.6 2.8876055290E-01 2.8876055290E-01 2.887E-15
0.7 2.5674149507E-01 2.5674149507E-01 2.420E-14
0.8 1.9824157292E-01 1.9824157292E-01 2.248E-15
0.9 1.1275176465E-01 1.1275176465E-01 1.249E-15
1.0 0.0000000000E+00 8.1226692039E-14 8.123E-14

Table 8: [39, Problem 2]. For x = 0.0, 0.1, . . . , 1.0, Exact Solution, COLNEWSC Solution and Absolute
Error.
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x Exact Solution COLNEWSC Absolute Error
0.0 0.0000000000E+00 0.0000000000E+00 0.000E+00
0.1 8.1435367623E-02 8.1435367623E-02 5.329E-15
0.2 1.3099692049E-01 1.3099692049E-01 8.604E-15
0.3 1.5557182634E-01 1.5557182634E-01 5.412E-14
0.4 1.6087681105E-01 1.6087681105E-01 1.057E-14
0.5 1.5163266493E-01 1.5163266493E-01 9.909E-15
0.6 1.3171479266E-01 1.3171479266E-01 7.966E-15
0.7 1.0428291380E-01 1.0428291380E-01 1.582E-14
0.8 7.1892634259E-02 7.1892634259E-02 4.580E-15
0.9 3.6591269377E-02 3.6591269377E-02 2.227E-15
1.0 0.0000000000E+00 2.5444923946E-14 2.544E-14

Table 9: [39, Problem 3 ]. For x = 0.0, 0.1, . . . , 1.0, Exact Solution, COLNEWSC Solution and Absolute
Error.

x Exact Solution COLNEWSC Absolute Error
0.0 0.0000000000E+00 0.0000000000E+00 0.000E+00
0.1 8.1435367623E-02 8.1435367623E-02 2.720E-15
0.2 1.3099692049E-01 1.3099692049E-01 4.385E-15
0.3 1.5557182634E-01 1.5557182634E-01 3.869E-14
0.4 1.6087681105E-01 1.6087681105E-01 5.412E-15
0.5 1.5163266493E-01 1.5163266493E-01 5.135E-15
0.6 1.3171479266E-01 1.3171479266E-01 2.107E-14
0.7 1.0428291380E-01 1.0428291380E-01 2.615E-14
0.8 7.1892634259E-02 7.1892634259E-02 2.484E-15
0.9 3.6591269377E-02 3.6591269377E-02 1.291E-15
1.0 0.0000000000E+00 2.5361657219E-14 2.536E-14

Table 10: [39, Problem 4 ]. For x = 0.0, 0.1, . . . , 1.0, Exact Solution, COLNEWSC Solution and Absolute
Error.

x Exact Solution COLNEWSC Absolute Error
0.0 0.0000000000E+00 0.0000000000E+00 0.000E+00
0.1 8.1435367623E-02 8.1435367623E-02 2.859E-15
0.2 1.3099692049E-01 1.3099692049E-01 4.635E-15
0.3 1.5557182634E-01 1.5557182634E-01 4.943E-14
0.4 1.6087681105E-01 1.6087681105E-01 5.634E-15
0.5 1.5163266493E-01 1.5163266493E-01 5.301E-15
0.6 1.3171479266E-01 1.3171479266E-01 1.199E-14
0.7 1.0428291380E-01 1.0428291380E-01 1.898E-14
0.8 7.1892634259E-02 7.1892634259E-02 2.429E-15
0.9 3.6591269377E-02 3.6591269377E-02 1.256E-15
1.0 0.0000000000E+00 2.5299207174E-14 2.530E-14

Table 11: [39, Problem 5]. For x = 0.0, 0.1, . . . , 1.0, Exact Solution, COLNEWSC Solution and Absolute
Error.
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x COLNEWSC
0.0 0.0000000000E+00
0.1 4.6067710747E-02
0.2 8.3446843402E-02
0.3 1.1187728886E-01
0.4 1.3092051911E-01
0.5 1.3995348393E-01
0.6 1.3816302111E-01
0.7 1.2454394102E-01
0.8 9.7904930908E-02
0.9 5.6887106418E-02
1.0 4.1300296516E-14

Table 12: [39, Problem 6]. For x = 0.0, 0.1, . . . , 1.0, COLNEWSC Solution. These results agree with the
plot of the approximate solution shown in Fig. 2 from [39].

x Exact Solution COLNEWSC Absolute Error
0.0 5.0000000000E-01 5.0000000000E-01 0.000E+00
0.1 4.9999375012E-01 4.9999375012E-01 3.723E-13
0.2 4.9990002999E-01 4.9990002999E-01 3.678E-13
0.3 4.9949451757E-01 4.9949451757E-01 3.751E-13
0.4 4.9840763927E-01 4.9840763927E-01 4.047E-13
0.5 4.9613893836E-01 4.9613893836E-01 4.541E-13
0.6 4.9209166199E-01 4.9209166199E-01 4.937E-13
0.7 4.8563720436E-01 4.8563720436E-01 4.746E-13
0.8 4.7621207360E-01 4.7621207360E-01 3.673E-13
0.9 4.6343502188E-01 4.6343502188E-01 2.072E-13
1.0 4.4721359550E-01 4.4721359550E-01 9.537E-14

Table 13: [37, Problem 1 ]. For x = 0.0, 0.1, . . . , 1.0, Exact Solution, COLNEWSC Solution and Absolute
Error

.

x Exact Solution COLNEWSC Absolute Error
0.0 -1.3862943611E+00 -1.3862943611E+00 0.000E+00
0.1 -1.3863193608E+00 -1.3863193608E+00 9.122E-13
0.2 -1.3866942811E+00 -1.3866942811E+00 8.655E-13
0.3 -1.3883173136E+00 -1.3883173136E+00 8.527E-13
0.4 -1.3926739681E+00 -1.3926739681E+00 8.973E-13
0.5 -1.4017985477E+00 -1.4017985477E+00 9.948E-13
0.6 -1.4181805500E+00 -1.4181805500E+00 1.088E-12
0.7 -1.4445868539E+00 -1.4445868539E+00 1.090E-12
0.8 -1.4837839824E+00 -1.4837839824E+00 9.304E-13
0.9 -1.5381781879E+00 -1.5381781879E+00 6.128E-13
1.0 -1.6094379124E+00 -1.6094379124E+00 3.191E-13

Table 14: [37, Problem 2 ]. For x = 0.0, 0.1, . . . , 1.0, Exact Solution, COLNEWSC Solution and Absolute
Error.
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x Exact Solution COLNEWSC Absolute Error
0.0 1.0000000000E+00 1.0000000000E+00 1.277E-14
0.1 9.9833748846E-01 9.9833748846E-01 1.186E-13
0.2 9.9339926780E-01 9.9339926780E-01 1.071E-13
0.3 9.8532927816E-01 9.8532927816E-01 1.045E-13
0.4 9.7435470369E-01 9.7435470369E-01 7.161E-14
0.5 9.6076892283E-01 9.6076892283E-01 5.285E-14
0.6 9.4491118252E-01 9.4491118252E-01 4.907E-14
0.7 9.2714554082E-01 9.2714554082E-01 3.642E-14
0.8 9.0784129900E-01 9.0784129900E-01 1.044E-14
0.9 8.8735650942E-01 8.8735650942E-01 1.332E-15
1.0 8.6602540378E-01 8.6602540378E-01 9.104E-15

Table 15: [37, Problem 4 ]. For x = 0.0, 0.1, . . . , 1.0, Exact Solution, COLNEWSC Solution and Absolute
Error.

x Exact Solution COLNEWSC Absolute Error
0.0 3.1669436764E-01 3.1669436764E-01 4.419E-14
0.1 3.1326585050E-01 3.1326585050E-01 4.746E-14
0.2 3.0301542283E-01 3.0301542283E-01 4.680E-14
0.3 2.8604726530E-01 2.8604726530E-01 4.652E-14
0.4 2.6253112746E-01 2.6253112746E-01 4.563E-14
0.5 2.3269678387E-01 2.3269678387E-01 4.458E-14
0.6 1.9682680569E-01 1.9682680569E-01 4.355E-14
0.7 1.5524810668E-01 1.5524810668E-01 4.199E-14
0.8 1.0832276344E-01 1.0832276344E-01 4.083E-14
0.9 5.6438602469E-02 5.6438602469E-02 3.932E-14
1.0 0.0000000000E+00 -3.7747582837E-14 3.775E-14

Table 16: [37, Problem 5 ]. For x = 0.0, 0.1, . . . , 1.0, Exact Solution, COLNEWSC Solution and Absolute
Error.

x Exact Solution COLNEWSC Absolute Error
0.0 -6.9314718056E-01 -6.9314718056E-01 0.000E+00
0.1 -7.4193734473E-01 -7.4193734473E-01 4.630E-14
0.2 -7.8845736036E-01 -7.8845736036E-01 1.121E-14
0.3 -8.3290912294E-01 -8.3290912294E-01 7.261E-14
0.4 -8.7546873735E-01 -8.7546873735E-01 2.665E-15
0.5 -9.1629073187E-01 -9.1629073187E-01 1.887E-15
0.6 -9.5551144503E-01 -9.5551144503E-01 3.075E-14
0.7 -9.9325177301E-01 -9.9325177301E-01 2.964E-14
0.8 -1.0296194172E+00 -1.0296194172E+00 1.110E-15
0.9 -1.0647107370E+00 -1.0647107370E+00 8.882E-16
1.0 -1.0986122887E+00 -1.0986122887E+00 2.265E-14

Table 17: [37, Problem 7 ]. For x = 0.0, 0.1, . . . , 1.0, Exact Solution, COLNEWSC Solution and Absolute
Error.
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x Exact Solution COLNEWSC Absolute Error
0.0 1.000E+00 1.000E+00 0.000E+00
0.1 1.105E+00 1.105E+00 0.000E+00
0.2 1.221E+00 1.221E+00 2.220E-16
0.3 1.350E+00 1.350E+00 2.236E-13
0.4 1.492E+00 1.492E+00 4.441E-16
0.5 1.649E+00 1.649E+00 6.661E-16
0.6 1.822E+00 1.822E+00 1.430E-13
0.7 2.014E+00 2.014E+00 1.581E-13
0.8 2.226E+00 2.226E+00 4.441E-16
0.9 2.460E+00 2.460E+00 4.441E-16
1.0 2.718E+00 2.718E+00 1.821E-13

Table 18: [36, Problem 1 ]. For x = 0.0, 0.1, . . . , 1.0, Exact Solution, COLNEWSC Solution and Absolute
Error.

x Exact Solution COLNEWSC Absolute Error
0.0 1.386E+00 1.386E+00 0.000E+00
0.1 1.411E+00 1.411E+00 0.000E+00
0.2 1.435E+00 1.435E+00 0.000E+00
0.3 1.459E+00 1.459E+00 4.086E-14
0.4 1.482E+00 1.482E+00 4.441E-16
0.5 1.504E+00 1.504E+00 4.441E-16
0.6 1.526E+00 1.526E+00 1.821E-14
0.7 1.548E+00 1.548E+00 1.799E-14
0.8 1.569E+00 1.569E+00 4.441E-16
0.9 1.589E+00 1.589E+00 2.220E-16
1.0 1.609E+00 1.609E+00 1.377E-14

Table 19: [36, Problem 2]. For x = 0.0, 0.1, . . . , 1.0, Exact Solution, COLNEWSC Solution and Absolute
Error.

x Exact Solution COLNEWSC Absolute Error
0.0 0.000E+00 0.000E+00 0.000E+00
0.1 9.531E-02 9.531E-02 8.127E-14
0.2 1.823E-01 1.823E-01 1.055E-13
0.3 2.624E-01 2.624E-01 3.386E-14
0.4 3.365E-01 3.365E-01 9.587E-14
0.5 4.055E-01 4.055E-01 8.116E-14
0.6 4.700E-01 4.700E-01 1.199E-14
0.7 5.306E-01 5.306E-01 1.776E-15
0.8 5.878E-01 5.878E-01 3.075E-14
0.9 6.419E-01 6.419E-01 1.499E-14
1.0 6.931E-01 6.931E-01 3.508E-14

Table 20: [36, Problem 3 ]. For x = 0.0, 0.1, . . . , 1.0, Exact Solution, COLNEWSC Solution and Absolute
Error.
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5.2 Discussion of Numerical Results

From the results presented in the previous subsection, it can be seen that all test problems, once they have
been reformulated, can be solved using a state-of-the-art TPBVP solver, with little effort required on the
part of the solver. None of the computations require more than about 0.01 of a second. The resultant
continuous solutions are shown to be very accurate; the errors are almost at the level of machine precision.

On the other hand, the corresponding results from [26, 39, 37, 36] involve complicated numerical methods
that deliver only discrete approximate solutions for which the corresponding errors are typically shown to
be in the range from 10−4 to 10−6.

6 Concluding Remarks

In this report, we have reformulated numerous NBVPs from the literature so that they are amenable to
solution using high-quality software packages. The results of numerical experiments using the software
package, COLNEWSC, involving problems from the literature demonstrate the efficacy of our approach. For
all the test problems considered in this report, we are able to obtain, in a straightforward manner, much more
accurate solutions than those reported in the literature. Furthermore, the solutions we obtain are continuous
across the problem domain and have been computed in an error-controlled framework, which means that
an estimate of the error of the approximate solution satisfies a tolerance requirement. On the other hand,
the algorithms considered in the literature in this area provide only a discrete solution approximate with no
error estimate or algorithm for adapting the computation to meet a requested user tolerance.

In general, it would be exceedingly difficult to reproduce results presented in many of the papers cited
herein because Matlab, Mathematica or Maple is used in the analysis and/or numerical experiments without
any details being provided. Invariably authors claim that, based on the results of numerical experiments,
their method is more accurate than another without considering computational cost. Moreover, in many
papers, it is claimed that the method under consideration is efficient without any indication of how this
property is measured.

There are many other classes of problems, in addition to NBVPs, that can be solved using the software
considered in this report; for example,

� Bratu-type problems [8, 25, 33, 34, 35]:

y′′ + δey = 0, x ∈ (0, 1), y(0) = y(1) = 0.

An example of the solution of a Bratu problem using a software package is given in [32].

� Troesch’s problem [27, 35]:

y′′ = λ sinh(λy), x ∈ (0, 1), y(0) = 0, y(1) = 1.

� Thomas-Fermi equations [31, 37]:

1

q(x)
(p(x)y′(x))′ = f(x, y), x ∈ (0, 1), y(0) = γ, y(1) =

∫ 1

0

g(s)y(s)ds+ β.

� The Lane-Emden-Fowler equation [28, 37]:

y′′ +
2

x
y′ + f(x, y) = g(x), x ∈ (0, 1), y(0) = 0, y′(0) = 0.

It would be straightforward to solve these problems using widely available state-of-the-art TPBVP
software.
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