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1. Give precise definitions for the following terms and notation. Throughout, u and v are vectors in Rn[10]

and W is a subspace of Rn .

(a) An orthogonal set of vectors {v1, . . . ,vk }.

(b) An orthogonal matrix Q.

(c) The projection of u onto v.

(d) The orthogonal complement W ⊥ of the subspace W ⊆Rn .

(e) A QR factorization of the m ×n matrix A.

2. Give precise statements of the following theorems.[6]

(a) The Orthogonal Decomposition Theorem.

(b) The Spectral Theorem for real symmetric matrices.
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3. Short answer. No justification is required.[10]

(a) For a certain 2×2 matrix A and vector v ∈R2 we have

Av =
[

3

8

]
, A2v =

[
17

32

]
, A3v =

[
83

168

]
, A4v =

[
417

832

]
, A5v =

[
2083

4168

]
.

Find the dominant eigenvalue of A and a corresponding eigenvector.

(b) Let Q be an orthogonal matrix. What are the possible values of detQ?

(c) Let W be a subspace of R5 spanned by three vectors. What are the possible dimensions of W ⊥?

(d) Suppose A and B are orthogonally diagonalizable n×n matrices. Which of the following matrices

are also necessarily orthogonally diagonalizable? (Circle your choices.)

A+B A3 5A AB A2 − I

4. Answer true or false to the following by circling your choice. You will receive 2 points for a correct[16]

response, 1 point for no response, and 0 for an incorrect response. Throughout, A is an n ×n real

matrix and W is a subspace of Rn .

TRUE FALSE Every orthonormal set of vectors is linearly independent.

TRUE FALSE Every nonzero subspace of Rn has an orthogonal basis.

TRUE FALSE If λ is an eigenvalue of an orthogonal matrix then λ=±1.

TRUE FALSE Eigenvectors of A corresponding to distinct eigenvalues are orthogonal.

TRUE FALSE (row(A))⊥ = null(A).

TRUE FALSE (W ⊥)⊥ =W

TRUE FALSE For any v ∈Rn , we have projW (projW (v)) = projW (v).

TRUE FALSE Every orthogonally diagonalizable matrix is invertible.
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5. Consider the basis {v1,v2,v3} of R3, where

v1 =


1

2

0

 , v2 =


3

1

1

 , v3 =


1

1

2

 .

(a) Apply the Gram-Schmidt procedure to {v1,v2,v3} to obtain an orthogonal basis {u1,u2,u3}.[6]

(b) Find the coordinates of v =


1

2

3

 with respect to your orthogonal basis from (a).[4]

(c) Find a QR factorization of the matrix


1 3 1

2 1 1

0 1 2

 whose columns are v1, v2, and v3.[4]
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6. Let w1 =


1

2

0

−1

 and w2 =


3

−1

1

1

, and consider the subspace W = span{w1,w2} of R4.

(a) Find a basis for W ⊥.[5]

(b) Find the orthogonal decomposition of v =


1

1

1

1

 with respect to W .[6]

(c) Find an orthogonal basis ofR4 that contains w1 and w2. [Hint: You can use your work from (a).][3]
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7. Let x = (x1, x2, x3)T and consider the quadratic form

f (x) = 3x2
1 +3x2

2 +3x2
3 +4x1x2 −4x1x3 +4x2x3.

(a) State the matrix A such that f (x) = xT Ax.[2]

(b) Find an orthogonal matrix Q such that the change of variables x =Qy transforms f (x) into a form[12]

g (y) with no cross-product terms. State both Q and g (y).

(c) Find the minimum value of f (x) subject to the constraint ||x|| = 1, and determine the value of x[2]

at which this minimum occurs.
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8. Let Q be an orthogonal 2×2 matrix and let x,y ∈ R2. If θ is the angle between x and y, prove that θ is[4]

also the angle between Qx and Qy.

9. Let W be a subspace ofRn and suppose W = span{w1, . . . ,wk }. Prove that v ∈W ⊥ if and only if v·wi = 0[6]

for all i = 1, . . . ,k.

10. Let A be a real symmetric matrix. Prove that if every eigenvalue of A is nonnegative then A = B 2 for[4]

some real symmetric matrix B .


