· Local greedy approach

· Don’t worry about the global optimization, concentrate on local optimization

· Doesn’t always work

· Shortest path: Find the closest node go there find the closest one from the newly selected node, etc. Doesn’t work. So we make it complicated and use Dijkstra’s alogorithm

· Minimum spanning tree: Pick |V|-1 edges with smallest weights (doesn’t work)

Prim’s Algorithm

Given G = (V,E) 

Create a tree GT = (V,T)

Find the edge (u,v) with smallest weight and add it to T

Add u and v to TV

While(|T| < |V| - 1)

· Find an edge (u,v) such that

· it has the smallest weight

· and u is in TV and v is not in TV

· Add (u,v) to T and add v to TV

