· See smallSeries.xls for the input time series

· Data: see column A. It is a time series that seems to repeat every 3 days.
· We transformed the time series dividing the values by 40. All the numbers are between 0-1.
· We created a table of four columns. First three columns are input variables. Last column is output variable.
· We are going to use neural networks to do the predictions.
· Neural networks usually have three layers. Input layer has the same number of neurons as input variables. Output layer has the same number of neurons as output variables
· Usually, there is a middle layer that has some neurons.
· We use (input numbers+output numbers)/2 to calculate number of hidden layer neurons
· Three stages to using the neural network
· Training: 
1. Start with random weights.
2. Send the input values through.
3. Check the output value. Find out the error
4. Use error to modify the weights so next time our answer is a little closer
· Testing
· Steps 1,2,3 from training
· Implementation
· Example continued
· See neuron.ppt for the network and relevant equations.
· We have three neurons in the input layer called i1,i2,i3
· Two neurons in the hidden layer h1,h2
· One neuron in the output layer called o
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· First pattern: output(i1) = 0.25, output(i2)=0.5, output(i3)=0.75
· DesiredOutput(o)=0.275
· Input(h1)=0.25*0.32+0.5*0.25+0.75*0.09=0.2725
· Input(h2)=0.25*0.11+0.5*0.29+0.75*0.23=0.345
· Ouput(h1)=1/(1+exp(-1*0.2725)=0.5677 (gain=-1)
· Ouput(h2)=1/(1+exp(-1*0.345)=0.5854
· Input(o)= 0.5677*0.15+0.5854*0.27=0.2432

· Output(o)= 1/(1+exp(-1*0.2432)=0.5605
· Error = DesiredOutput(o) - Output(o)= -0.2855

· A fraction of this error is added to the weights. And the error propagates back and the weights get adjusted.

· Feed forward is the process of feeding the inputs through the network in forward direction. Back propagation is the process of propagating the error back through the network to adjust the weights.

· Feed forward back propagation neural network

· Activity 2: Show how the input from second pattern is fed forward through the network.
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· Second pattern: output(i1) = 0.5, output(i2)=0.75, output(i3)=0.275
· DesiredOutput(o)=0.475
· Input(h1)=0.5*0.32+0.75*0.25+0.275*0.09=0.37225
· Input(h2)=0. 5*0.11+0.75*0.29+0.275*0.23=0.33575
· Ouput(h1)=1/(1+exp(-1*0.37225)=0.592 (gain=-1)
· Ouput(h2)=1/(1+exp(-1*0.33575)=0.5832
· Input(o)= 0.592*0.15+0.5832*0.27=0.24621

· Output(o)= 1/(1+exp(-1*0.24621)=0.561245
· Error = DesiredOutput(o) - Output(o)= -0.08624

· Demo (details are in the handout demo3.doc):

· Select time-series for a product

· Clean the time series by getting rid of data for the holidays

· Export the view as a csv file

· Run the patGen.exe to create another csv file that is the table of input and output variables.

· SQL command to create the table and then import the csv file created by patGen.exe

· Go through all the steps to create neural network modeling

· Use the table of desired output and actual output to do additional analysis using Excel.




























